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ABSTRACT

This dissertation is about a particular style of research. The philosophy of this style is that in or-
der to scientifically understand deep learning, it is fruitful to investigate what happens when neural
networks are trained on simple, mathematically well-defined tasks. Even though the training data
is simple, the training algorithm can end up producing rich, unexpected results; and understand-
ing these results can shed light on fundamental mysteries of high relevance to contemporary deep
learning.

First, we situate this methodological approach in a broader scientific context, discussing and
systematizing the role of model systems in science and in the science of deep learning in particular.
We then present five intensive case studies, each of which uses a particular combinatorial task as a
lens through which to demystify puzzles of deep learning.

The combinatorial tasks employed are sparse Boolean functions, sparse parities, learning finite
group operations, performing modular addition, and learning Markov chains in-context. Topics of
explanatory interest include the inductive biases of the transformer architecture, the phenomenon
of emergent capabilities during training, the nuances of deep learning in the presence of statistical-
computational gaps, the tradeofts between different resources of training, the effect of network
width on optimization, the relationship between symmetries in training data and harmonic struc-
ture in trained networks, the origins of the mechanisms of in-context learning in transformers, and
the influence of spurious solutions on optimization.
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Introduction

1.1 A PARABLE

Once, seven sages, voyaging together in unfamiliar lands, came across a strange object.
The first sage said, “This appears to be a sort of brain. See how it processes information using
billions of neurons connected by synapses.”

The second sage shook her head. “This is an engineered machine if I ever saw one. ”



The third sage said, “Not just any engineered machine—a general-purpose computer. These
neurons are gates that combine to form circuits, perhaps even Turing machines. To understand the
computer, understand the algorithms it implements.”

The fourth sage would have none of it. “All this talk of what Zs—the important thing is how
it came to be. What we have before us is a snapshot of a dynamical system, like an ecosystem or a
hurricane.”

The fifth sage sat in awestruck contemplation. “What we see here is a mere shadow of Infinity.
It is but a small part, a meager approximation, of a limitless, elegant Form. It is that infinite Form
which we ought to study.”

The sixth sage looked around at the others. “Do you not see? The mechanism is a mirror for the
data that it consumes. You focus on the mechanism itself, when what matters most is the data.”

The seventh sage, who was considered by some to be the wisest, said, “This thing is capable of
working wonders. It is meant to be used and perhaps tinkered with. But to attempt to understand it

is a fool’s errand.” He turned aside and continued trudging along the path.

1.2 WHAT KIND OF SCIENCE?

Deep learning, as an engineering discipline, has a fairly unified paradigm right now. Its central con-

cept is the standardized benchmark, and its default methodology is twofold:

1. Scale up the resources of training as much as possible, with the optimal balance of these re-

sources guided by empirical scaling laws (Kaplan et al., 2020; Hoffmann et al., 2022)

2. Incrementally improve the Pareto frontier of performance in terms of resources by a process
of community-wide tinkering. Innumerable variations on training and inference pipelines
are empirically tested by researchers, and those which lead to benchmark gains are widely

adopted.



The paradigm has shifted over the past decade—the focus on scaling laws has only become dom-
inant with the rise of large language models (LLMs) over the past several years. And it will change
in the future—for instance, major benchmarks for LLMs are becoming increasingly expansive and
complicated (Srivastava et al., 20225 Liang et al., 2023), and are increasingly being supplanted by
direct human or LLM evaluation (Zheng et al., 2024).

Meanwhile, the sczence of deep learning is still pre-paradigmatic and fragmented. By the science
of deep learning we mean the study of artificial neural networks (henceforth simply neural networks
or models), often centered around the goal of explaining unexplained phenomena that appear dur-
ing the practice of deep learning. This overlaps with, but is distinct from, employing aspects of the
scientific method in order to engineer better models. The immediate goal is not performance, but
understanding.”

As the parable illustrates, there are many ways of looking at a neural network. The perspective,
methodological toolkit, and modes of inquiry of a computer scientist can be dramatically different
from those of a statistician, or a neuroscientist, or a physicist, or a linguist, or a psychologist. Be-
cause the science of deep learning is defined by its subject (artificial neural networks trained with
iterative optimization algorithms) rather than its methodology, the viewpoints of each of these fields
and various others can be simultaneously relevant. This extends to subfields as well: optimization,
natural language processing, computational learning theory, high-dimensional statistics, control
theory, statistical mechanics, etc. all have something to bring to the table.

Situated at the nexus of these disparate disciplines, the science of deep learning is emerging as a
discipline in its own right. It liberally incorporates approaches from its predecessors. Of particular
importance are motifs of scientific inquiry which can be found across many of the established areas.

The focus of this dissertation is one such motif: the model system. Examples include economic

*Whether understanding is pursued as a means towards more performant models, or models that are
better for humanity, or is thought of as a terminal goal, can influence which research questions are perceived
as most compelling.



models, cell cultures, model organisms such as C. elegans and lab mice, particle accelerators, the Ising
model (Baxter, 2016), agent-based models (Gilbert, 2019), and Turing machines. A model system is
ameans to an end. Each of these settings is the object of intense scientific study ...for the purpose of
understanding other (more “realistic”) settings, not the model system itself.

Why would scientists spend so much time studying one system when they really care about an-
other? In order for this to be worth it, a model system need to be exceptionally fertile ground for
producing scientific insights. At the same time, it needs to be sufficiently reflective of settings of in-
terest in important aspects, so that the insights learned from the model system transfer. In short, a

model system needs to satisfy two desiderata: scientific productivity and transferability.”
PropucTIvITY
* Can experiments on the model system be run efficiently and cheaply?

* How amenable is it to mathematical analysis?

* Is the system particularly transparent? The nematode C. elegans is literally an optically trans-
parent organism, which enables scientists to easily make observations of the worm that
would otherwise be far more difficult (Corsi et al., 2015). Other model systems may be more

metaphorically transparent to observation and explanation.
* Is the system controllable and extensible? Are there (figurative) knobs that can be tuned to
change the nature of the setting?
TRANSFERABILITY

* Does the model system share important features with real-life settings of interest, such that

insights from the former transfer to the latter? This doesn’t necessarily require that the high-

*See Gabaix & Laibson (2008) for a more fine-grained list of desiderata for the case of economic models.



level behavior of the settings is similar—it could alternatively be the case that lower-level as-
pects of the settings are shared. Sometimes, unrepresentative “extreme” cases (e.g. particle

accelerators) are more conducive to uncovering shared underlying mechanisms.

¢ Can investigations on the model system be relevant for a wide spectrum of real-life settings?

This can be achieved through extensibility, the fourth bullet point above.

Regarding the last bullet point—an alternative approach is to devise or discover new model sys-
tems for every phenomenon of interest. This approach can be useful, providing an otherwise impos-
sible to achieve level of fit between model system and phenomenon. The physiologist August Krogh
famously stated (in what has come to be known as Krogh’s principle) that “for a large number of
problems there will be some animal of choice, or a few such animals, on which it can be most con-
veniently studied” (Krebs, 1975). But there are advantages to employing standardized model organ-
isms. Standardization enables the use of off-the-shelf protocols and analysis tools; it facilitates more
efficient scientific communication if the setting is already understood by all parties; and it makes it
easier to draw connections between seemingly disparate phenomena. Scientists must balance the

pros and cons of creativity and conservativism when selecting a model system for study.

1.3 MOoDEL SYSTEMS OF DEEP LEARNING

In the lecture notes of a course on neural network training dynamics, Roger Grosse advises: “the
first question to ask about any neural net phenomenon is: does it also happen for linear regression?”
(Grosse, 2022). Indeed, linear settings (both regression and classification) are highly productive
model systems of deep learning. Experiments are typically easy to run and computationally cheap;
the optimal solution can often be expressed in a closed form; the dynamics of optimization algo-

rithms can often be analytically derived; the trained model can be easily interpreted by reading off



the coefficients; and the data distribution can be modified in many ways to model different phe-
nomena.

Lessons from linear settings can transfer to realistic deep learning settings for a few reasons.
Firstly, a linear model is, equivalently, a neural network consisting of only a single neuron and no
activation function. It is thus a “base case” for analyses of general networks. See, for instance, the
influential paper of (Soudry et al., 2018) which proved that a linear classifier” optimized with gradi-
ent descent on linearly separable data has an implicit bias towards the maximum margin weights—
and has been followed by a series of works generalizing the findings to increasingly broad classes of
neural networks (Ji & Telgarsky, 2018; Lyu & Li, 2019; Ji & Telgarsky, 2020; Kunin et al., 2022).

At the other extreme, extremely wide neural networks of any depth, with certain (often not best
practice) scaling of initialization and learning rates, have training dynamics approaching those of a
linear model (Jacot et al., 2018; Du et al., 2018; Allen-Zhu et al., 2019; Zou et al., 2020; Chizat et al.,
2019). This “neural tangent kernel” (NTK) insight has enabled explanations for phenomena such as
scaling laws (Bordelon et al., 2020, 2024) and spectral bias (Cao et al.,, 2019; Tancik et al,, 2020).

But while many phenomena of deep learning are already present in linear settings (Belkin et al.,
2018), this class of model systems is fundamentally limited. Powerful linear approaches such as ker-
nel and random feature methods (Rahimi & Recht, 2007) are restricted by definition to performing
a linear map atop a collection of features that were computed from the input according to a fixed (or
random) transformation. They can fit complex functions, but only if their pre-computed features
happened to include the appropriate ones. Deep learning approaches, meanwhile, have the capacity

to adaptively discover useful features based on patterns in the data. Because of this feature learning

*Specifically, unregularized logistic regression—a.k.a. a single neuron without activation function, trained
with cross-entropy loss.

"Yet another reason for the transferability of insights from the linear setting, one emphasized by Grosse
(2022), is that the loss landscape of linear regression is quadratic, and any smooth loss landscape can be ap-
proximated locally by a quadratic function.



or representation learning” gap, there are various tasks that can be solved by small neural networks,
but require an exponential number of features for linear methods (Yehudai & Shamir, 20195 Allen-
Zhu & Li, 2019; Malach et al., 2021). This isn’t just a difference in capabilities—feature learning
comes with richer, fundamentally nonconvex optimization dynamics. It also leads trained networks
to be much more interesting o the inside, filled with learned hierarchical circuitry (Zeiler & Fergus,
2014; Olah etal,, 20205 Clark et al., 2019; Olsson et al., 2022). It is what makes a neural network a
sort of computer, not just an expensive curve fitter.

In this dissertation, we go beyond the linear, studying model systems of feature learning.

At this point, it’s worth clarifying an ambiguity. There are (at least) two sorts of model systems
of deep learning, corresponding to different parts of the learning pipeline. On the one hand, there
are model architectures; on the other, there are model tasks. (A less confusing, more alliterative
name might be “test tube tasks”)." Model architectures with advantageous scientific productivity
properties include multi-layer perceptrons (see Section 6.2 for a definition), deep linear networks
(Saxe et al., 2014), simplified transformers (i.c., with only one or two layers, or without MLP mod-
ules), variants of the transformer architecture designed with interpretability or control in mind
(Hewitt et al., 2023; Friedman et al., 2024), and linear models themselves.

Model systems of tasks are particularly useful because everything about the standard deep learn-
ing pipeline (the architecture, the training algorithm, the hyperparameters) is precisely mathemati-
cally well-defined and controlled by the user except the data, which in recent years has tended to look

more and more like “everything we can find on the Internet”.* The standard analytical methodol-

*What do these terms mean? There is no consensus definition; historically (which in the deep learning
community means farther back than a few years ago) they were often used synonymously with the term deep
learning itself (Bengio et al., 2013). The International Conference on Learning Representation (ICLR), for
instance, is a premier conference for deep learning research broadly.

T Another category is model systems that abstract away the optimization process itself; for instance, see
works that exhibit deep learning phenomena in the model system of nearest neighbor methods (Belkin et al.,
2019; Nakkiran & Bansal, 2020).

¥There are also the nuances of floating-point rounding and hardware, but we will not open those cans of



ogy for dealing with data in theoretical computer science is to assume the data is worst-case”, but the
richness of deep learning tends to emerge from the structure of the data, so there is much scientific

value in considering what happens when models are trained on particular test tube tasks.

1.4 COMBINATORIAL TASKS

Over the past few years, there has been a rising wave of new works using combinatorial tasks as test
tube tasks in order to better understand deep learning, including the works which form the basis of
this thesis and also (among others): Hupkes et al. (2020); Daniely & Malach (2020); Bhattamishra
etal. (2020a); Yao et al. (2021); Zhang et al. (2021); Power et al. (2021); Zhang et al. (2022); Xie
etal. (2022); Abbe et al. (2022a); Anil et al. (2022); Liu et al. (2022a); Nanda et al. (2023 ); Michaud
etal. (2023); Chughrai et al. (2023); Bietti et al. (2023); Valvoda et al. (2022); Guo et al. (2023);
Glasgow (2023); Zhou et al. (2023); Liu et al. (2024); Sanford et al. (2024); Akytirek et al. (2024).
We do not have a formal definition in mind for “combinatorial task”; we are using it as an umbrella
term for mathematically well-defined tasks of a discrete, algorithmic, and/or algebraic flavor. There
are two major reasons for the increasing prevalence of this style of research. Firstly, on the theoretical
side, there is the recognition, beginning around 2019, that many interesting phenomena stem from
feature learning, which cannot be studied using linear model systems. Secondly, there is the recent
meteoric rise of LLMs, neural networks which have remarkable capacities to fluently converse in
human languages, to write computer code, to recall knowledge, and to reason (Devlin et al., 2018;
Radford et al., 2019; Brown et al., 2020; Chowdhery et al., 20225 Petroni et al., 2019; Wei et al.,
2022). Well-specified combinatorial tasks can serve as targeted models of various aspects of language,
enabling the analysis of individual capabilities in isolation.

In this dissertation, we present several case studies in the scientific investigation of deep learning

worms.
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using combinatorial tasks. The particular tasks studied are:

* In Chapter 4, we study learning a Boolean function which depends on an unknown sparse
subset of the input variables. We refer to these as sparse Boolean functions, though they are
also known as juntas in the learning theory literature (Blum & Langley, 1997; Mossel et al.,

2003).

* In Chapters 5 and 6, we investigate sparse parities, the special case of sparse Boolean func-
tions where the function is the sum modulo 2 of the £ relevant bits. A sparse parity function
can be equivalently thought of as a monomial in the {1} basis, or as a pure £-way interac-

tion among the relevant variables with no lower-order interaction terms.

* In Chapter 7, we consider the task of performing finite group operations. Specifically,
each input is a pair (4, b), where a, b are elements of a group G, and the target output is 2.
Of particular interest are cyclic groups Zp, or in other words, modular addition. The sparse

parity task is again considered in this chapter.

* In Chapter 8, we focus on the task of learning a Markov chain in-context. This is a se-
quence learning task in which each sequence is sampled from a fresh unknown Markov

chain.

The investigations in these chapters elucidate a variety of mysterious aspects of deep learning. In

the next chapter, we summarize the contributions therein.



Contributions

CHAPTER 4: VARIABLE CREATION

This chapter is based on “Inductive Biases and Variable Creation in Self-Attention Mechanisms”
(Edelman et al., 2022), written in collaboration with Surbhi Goel, Sham Kakade, and Cyril Zhang.
The starting point is an intuition about transformers (Vaswani et al., 2017): that the self-attention

mechanism allows each layer of a transformer to select a sparse subset of its inputs, and the multi-
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layer perceptron (MLP) enables performing an arbitrary function on this selection. We call this
process “variable creation”, whereby transformer layers learn sparse Boolean functions that can then
be used as inputs for later layers. It is a form of feature learning, and is meant to be a basic illustra-
tion of how transformers with many layers might learn rich circuits. The technical contribution are
twofold. First, we prove a first-of-its-kind statistical generalization bound for transformers in terms
of the norms of their weights, using the mathematical machinery of covering numbers. Second, we
show that a single transformer layer with small weights can express an arbitrary sparse Boolean func-
tion. Together, these results imply that empirical risk minimization (exhaustive search for the model
that achieves the lowest training error) over bounded-norm transformer layers is sufficient to achieve
essentially optimal sample efficiency for learning sparse Boolean functions.

In practice, however, we cannot perform empirical risk minimization and must train using it-
erative optimization procedures instead. Accordingly, we conclude by performing experimental
evaluations of the sample complexity of learning different sparse Boolean functions with transform-
ers trained with SGD. For functions such as sparse conjunctions, the observed sample efficiency is
consistent with our prediction. Sparse parities, on the other hand, are expected to pose severe opti-
mization difficulties. A curious empirical finding is that transformers can still learn sparse parities
if trained for sufficiently long, exhibiting a long period of trivial performance followed by a sudden

drop in error rates at the end of training.

CHAPTER 5: HIDDEN PROGRESS

This chapter is based on “Hidden Progress in Deep Learning: SGD Learns Parities Near the Com-
putational Limit” (Barak et al., 2022), written in collaboration with Boaz Barak, Surbhi Goel, Sham
Kakade, Eran Malach, and Cyril Zhang. We begin with the concluding observation from Chapter 4:

a transformer trained on the sparse parity function exhibits what appears to be a striking phase tran-
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sition (informally speaking) at some point in training, in which there is sudden progress in accuracy
out of the blue. This parallels a similar observation in Power et al. (2021) in the setting of modular
arithmetic. First, we show that this phase transition phenomenon is not unique to transformers—
standard MLPs and a variety of other simple architectures also exhibit the same behavior.

The sparse parity learning problem (with # relevant variables out of 7 total variables) is notori-
ous in the learning theory community. On the one hand, it is easy in a statistical sense—it can be
learned by empirical risk minimization with only £ log 7 samples. On the other hand, itis hard in a
computational sense: it is the paradigmatic example of a problem that is hard for the statistical query
learning model (Kearns, 1998; Blum et al., 1994), and its hardness when labels are noisy is a core as-
sumption in modern cryptography (Pietrzak, 2012). Thus, sparse parity learning is an ideal model
system for exploring the role of optimization in solving problems that are statistically feasible, but
only through exhaustive search.

The main question of this chapter is: if SGD on neural networks is able to learn sparse parities
near the computational limits just mentioned (and empirically it indeed can) then what is the op-
timization process doing? Is it performing some sort of exhaustive search that eventually stumbles
upon the correct solution, precipitating the phase transition? Or is there gradual progress towards
the solution all along that is hidden when we only look at the loss and accuracy curves? Through
several empirical and theoretical lines of evidence, we demonstrate that the latter scenario is actually
true: there is hidden progress throughout that seemingly fruitless plateau. We perform an extensive
empirical investigation, which includes, among various other findings, the identification of hidden
progress measures based on the internal weights of networks which show improvements through-
out training. Theoretically, we define a notion of “Fourier gap” based on the machinery of Boolean
analysis (O’Donnell, 2014) in order to show that even a single step of SGD on a single neuron, with

a sufficiently large batch size, can lead to meaningful progress towards the solution.
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CHAPTER 6: PARETO FRONTIERS

This chapter is based on “Pareto Frontiers in Deep Feature Learning: Data, Compute, Width, and
Luck” (Edelman et al., 2024a), written in collaboration with Surbhi Goel, Sham Kakade, Eran
Malach, and Cyril Zhang. Chapter 5 focused primarily on on/ine SGD training, where there is no
risk of overfitting to the training set. This paper explores the more complicated setting of offfine
training of neural networks (in particular, MLPs) on the sparse parity task. Here, the tradeoffs are
manifold: successful learning can achieved through more training samples, more training iterations,
more neurons, or more fresh initializations. The goal of the chapter is to map out the Pareto frontier
of successful learning in terms of these resources. Empirically, we present the results of hundreds of
thousands of training runs, providing literal plots of the frontier, which reflect nuanced phenomena
such as grokking (Power et al., 2021) and sample-wise double descent (Nakkiran et al., 2021). Theo-
retically, we map the frontier by presenting a multi-resource statistical query lower bound, and a set
of upper bounds which approach this lower bound. One notable insight used for the upper bounds
is that sparsely initializing the first-layer weights can improve performance. Another is that model
width eftectively serves as a form of parallelization over simultaneous optimization processes, pro-
viding theoretical justification for the lottery ticket hypothesis of Frankle & Carbin (2018). We also
perform a preliminary experimental validation of our findings on real-world tabular tasks, demon-
strating improved performance for MLPs over prior work, sometimes matching or exceeding the

performance of random forest predictors.

CHAPTER 7: FEATURE EMERGENCE

This chapter is based on “Feature Emergence via Margin Maximization: Case Studies in Algebraic
Tasks” (Morwani et al., 2023b), written in collaboration with Depen Morwani, Costin-Andrei On-

cescu, Rosie Zhao, and Sham Kakade. It is striking that even though natural data sources often
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contain symmetries (e.g. translational symmetry in images), general-purpose architectures such

as transformers can, with sufficient training data, perform as well as specialized architectures that
explicitly enforce these symmetries (Dosovitskiy et al., 2020). Relatedly, a few recent works on al-
gebraic test tube tasks (Nanda et al,, 2023; Chughtai et al., 2023) have identified instances where
symmetries in the data seem to result in emergent harmonic structure in trained networks. In this
chapter, we explain this remarkable empirical finding, in the setting of quadratic-activation MLPs
with trained to perform group operations—with a special focus on modular addition. In particular,
we prove that all maximum margin (with respect to a certain norm) parameter settings display the
empirically observed harmonic structure. When the task is modular addition, the incoming weights
to each neuron must form a sine wave. For more general groups, these weight vectors correspond to
irreducible representations of the group. We introduce a novel duality argument in order to prove

these results on the relationship between network structure and network function.

CHAPTER 8: INDUCTION HEADS

This chapter is based on “The Evolution of Statistical Induction Heads: In-Context Learning
Markov Chains” (Edelman et al., 2024b), written in collaboration with Ezra Edelman, Surbhi Goel,
Eran Malach, and Nikolaos Tsilivis. Transformer language models are known to be able to learn in-
context: when there are patterns in an input sequence, the transformer will tend to continue these
patterns in its next-token predictions. Elhage et al. (2021); Olsson et al. (2022) discovered the 77
duction head, alearned component of transformer language models that facilitates this in-context
learning behavior. In this chapter, we introduce a test tube task that requires only an induction
head in order to solve. The task is zn-context learning of Markov chains (ICL-MC): each sequence in
the data distribution is sampled from a fresh Markov chain, which in turn is sampled from a prior

distribution over Markov chain transition matrices. In order to perform next-token prediction, a
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model trained on this task must infer, in-context, the transition matrix of the Markov chain; in other
words, it must learn the 2-gram statistics of the sequence. We also devise extensions of the tasks
corresponding to z-grams for » > 2. Empirically, we find that (attention-only) transformers in-
deed learn induction heads in order to solve the task. During training, they move through a series of
discrete phases: first relying on in-context 1-gram statistics, then 2-gram statistics, and so on. Each
phase corresponds to a plateau in the overall loss. Theoretically, we analyze the interplay between
the different layers of a simplified transformer-esque architecture as they follow a complex feature
learning process during training. Moreover, we provide empirical evidence that the presence of sim-
pler inadequate solutions (e.g. 1-gram statistics in the original task) slows down the learning of the

eventual correct solution, an instance of a pitfall of simplicity bias (Shah et al., 2020).
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Deep Learning Preliminaries

This chapter is a primer on fundamental deep learning notions which will be employed in the disser-
tation.”

We will primarily focus on the classic machine learning setting of supervised classification, in

which there is an input space &', a finite output (or label) space ), and a target distribution D over

TFor the sake of novelty and pedantry, some definitions are presented in an idiosyncratic way. Specifically,
the definition of neural networks in terms of circuits in Section 3.1, and the notation introduced in Sec-
tion 3.2 for pre- and post-processing real-valued neural network inputs and outputs for discrete classification.
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X x Y. A classification algorithm takes as input a training set S of samples (x, y) drawn from D,
and produces a classifier b : X — Y. The goal is to produce a classifier that accurately predicts the
labels of new inputs from the population.

Population accuracy measures the proportion of samples from the distribution for which the

hypothesis is correct:

Pr [h(x) =9l
P lb) =

and population error is the proportion of samples for which the hypothesis is incorrect. These
quantities can be estimated by measuring empirical performance on a fresh sample from D referred

to as a test or validation set, yielding test (or validation) error/accuracy.

3.1  NEURAL NETWORKS

In deep learning, an architecture is a circuit that implements a multivariate function over the reals of

the form

f: Rdin X dearams — Rdout

Its input consists of two parts: an encoding of the input x, and a parameter vector . The elements
of f are referred to as parameters or weights. A neural network (also referred to as simply a network or
model) is a circuit obtained by fixing the weights to a particular constant setting & (thus computing
the function f{-; 9)).

We are using the term ‘circuit’ in the sense it is used in computational complexity theory (Arora

& Barak, 2009). A circuit is a directed acyclic’ graph in which each node (gate) corresponds to an

*In much of this thesis, we will focus on the case where all the randomness in D is over X —i.e., yisa
deterministic function of x.

"Recurrent neural networks (RNNGs) are often described as having cyclic information flow. However,
during training RNNs are typically unrolled into acyclic networks. In any case, we will focus on feedforward
neural networks, which are by definition acyclic.
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intermediate function. The input gates (those with in-degree zero) are labeled with input variables
or constants. The remaining gates are labeled with elementary operations from some set of allowed
operations; a node with in-degree £ must be labeled with a £-ary operation. The output of the gate

is obtained by applying the operation to its inputs; in this way, some intermediate function is in-
ductively computed at every gate. Finally, doy. of the gates are labeled as output gates, and we say
that the circuit computes the function corresponding to the tuple of the functions computed at the
output gates. What elementary operation are to be allowed? One basis set of operations which suf-
fices for virtually all neural networks commonly studied and used is: addition, multiplication, and
arbitrary unary operations.” In other words, neural networks can typically be expressed as arithmetic
circuits (Shpilka et al., 2010) augmented with unary gates.™*

In practice, the success of deep learning has been enabled by massively parallel implementations
of neural networks, permitting the serial runtime of the circuit to be drastically lower than the to-
tal number of operations. It is standard to organize arithmetic operations on individual scalars into
linear algebraic operations on massive tensors; and to apply single unary operations in bulk to all
the entries of a tensor. Thus, architectures are typically described using the language of linear alge-
bra and function composition; the above formulation in terms of arithmetic circuits is an attempt

towards generality.

*Allowing arbitrary unary gates is not restrictive enough to be reasonable. Given a countable class of
functions F, there exists a unary gate that can be incorporated into a “universal” network with only a single
parameter that nevertheless is able to simulate arbitrary functions in F with different settings of the parame-
ter (exercise for the reader). It is not obvious what the “right” restricted class of unary gates should be.

"The definition of neural network presented here is nonstandard, but there is no consensus definition.
See the notion of “tensor programs” introduced in Yang (2019) for another attempt at a general characteriza-
tion. Yang’s definitions, which deal directly with vectors rather than scalars, have the desirable property that
there is a well-defined notion of scaling the width of a fixed architecture.

*Baur & Strassen (1983) proved that the gradient of an arithmetic circuit’s output with respect to its in-
put can be computed in a number of arithmetic operations proportional to the number of gates in the circuit.
This fact is essentially equivalent to the fact that the gradient of a neural network’s output with respect to its
parameters can be efficiently computed for neural networks through backpropagation, which motivates the
use of first-order optimization algorithms (see Section 3.3) in deep learning.
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One classic architecture is the multi-layer perceptron (MLP), also known as the fully-connected
network. The term “perceptron” comes from the pioneering work of Rosenblatt (1958). Roseblatt’s
perceptron was originally conceived as a model system of neural processing—a “hypothetical ner-
vous system ...designed to illustrate some of the fundamental properties of intelligent systems in
general, without becoming too deeply enmeshed in the special, and frequently unknown, condi-
tions which hold for particular biological organisms.” It is the forerunner of the multi-layer percep-
tron studied in this dissertation, and differs in only a few details.

As an illustrative example of MLPs and neural networks in general, we will define a two-layer
MLP (a.k.a. one-hidden layer MLP) with scalar output. The parameters of this architecture are a
matrix /7 € Réhidien 5 R%n and a vector # € Rhidden for some hidden dimension or width dyidqen-
The full parameter vector &is the concatenation of # with a flattened version of 7. Hence, we have

dparams = Ahidden t @hiddendin- The architecture is:

Surp(x; (u, W) = u' o( W)

Here, 7 is an activation function. It is defined as a univariate function over the reals; when, in the
architecture definition, we give it a vector input, we are abusing notation to indicate that it is applied

coordinate-wise—i.e.,

o(Wx) = |o(WTx) ... of Tx)

Wd hidden

Note that without the activation function, a MLP network would be a linear map. By choosing
a nonlinear function for o, a far richer class of functions can be represented by the architecture over

different settings of the weights. One common activation function is the ReLU (rectified linear
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unit):

o(z) = max(z,0).

The functions x — o((Wx),) are called neurons, by analogy to biological neurons. In the anal-
ogy, elements of x are input stimuli which are propagated to neuron 7 by synapses with strengths
W; the neuron then “fires” with a “firing rate” (here the analogy is strained) determined by its re-
sponse function ¢. In deep learning parlance, the value of o(( Wx),) is referred to as the actzvation
of neuron 7; and our MLP has a “hidden layer” consisting of dp;4den neurons. Note that our general
definition of a neural network does not require that it is decomposable into neurons, and indeed
some architectures, such as the transformer (Vaswani et al., 2017), include components that don’t fit

neatly into the “neurons and synapses” analogy.

3.2 CLASSIFIERS FROM NETWORKS

We now describe how a network which operates over the reals induces a discrete classifier. Given a

network with parameter vector 6, define the corresponding classifier as

h(x) := discretize(f{encode(x); 0))

where encode : X — R% is an optional helper function that embeds inputs into the proper
format, and discretize : R%uw — ) converts the real-valued output of the model into a discrete
label. In this dissertation, we focus on cases where X = §% for some finite set S and input size d.

When |S| = 2, we encode the two elements of S as scalars +1. When |S| > 2, we encode each
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element 7 of S'as an indicator vector (“one-hot encoding”):

1 ifj=14

G =

0 otherwise

Finally, encode encodes each coordinate of x accordingly and concatenates the results. Typically, for
notational simplicity, we will elide encode and assume the inputs are already prepared in the proper
real-valued format.

Meanwhile, the method of discretizing outputs also (by convention) depends on the cardinality
of the space. If | Y| = 2, we let dyye = 1, and use discretize(A(x; §)) := sign(fx; ). If | V| > 2, we

let doue = | V| and use discretize(f(x; §)) := arg max,y, f{x; 0);.

3.3 TRAINING

Neural networks are typically trained with first-order iterative optimization algorithms. By zzer-
ative we mean that the learning algorithm begins with some (typically random) initial setting for
the parameters ¢ (an znitialization) and then incrementally improves £ in a sequence of updates.
By first-order we mean that the update rule employs first-order derivatives of some loss function
£ : R x R — R with respect to the parameters.

The loss function is meant to be a proxy for population error. Recall that the goal is to minimize

population error:

B I #5])

The issue with using first-order optimization algorithms to minimize this directly, without a loss

function, is that the discretization of the network’s outputs renders population error insensitive to
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infinitesimal changes in the parameters. So instead we try to minimize the population loss

E 160, x9))]

(xvy)ND

for a judiciouly chosen £. Examples of loss functions for binary classification (with ) = {%1}, but

considered as a subset of R) include:

* Cross-entropy (logistic) loss: £(y, flx; 8)) = — log %

Square loss: £(y, Ax; 8)) = (y — Ax; 6))*

Hinge loss: £(y, flx; §)) = max(0,1 — yflx; 6))
* Correlation loss: £(y, flx; 0)) = yflx; 0)
The prototypical first-order iterative optimization algorithm is gradient descent (GD). To run
GD, sample the initial network weights £ from some initialization distribution. Then, for# =
0, ... until some stopping condition is reached, perform the following update:

Orp1 =0, — 7, Vo E [E()’»f(x; 9))].
(x)~D

where {7 t}thl is some learning rate (a.k.a. step size) schedule. The hyperparameters (tunable as-
pects of the algorithm specification) of vanilla gradient descent are the initialization distribution and
the learning rate schedule. The motivation for the algorithm is that we are iteratively adjusting the
weights in the direction of steepest descent of the loss.

In practice, it is more common to use stochastic gradient descent (SGD), which only requires

access to the gradient of the loss on a small sample of data points, rather than the entire population:

B
1
€t+1 =6, — 7 Vs (B Z:;E()’t,iyf(xt,zﬁ 5;‘))) .
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where B is some batch size (another hyperparameter), and each { (s, :.,) }2_, is a batch (a.k.a. mini-
batch) of training examples.

In online SGD, the elements of each batch are sampled i.i.d. from the full population D. Over
the randomness of sampling, the expectation of each minibatch gradient is the population gradient.
Equivalently, we can conceptualize online SGD as iterating over consecutive chunks of 4 examples
from a fixed training set S (drawn i.i.d. from D) in a single pass (or epoch). In offline SGD, we per-
form multiple passes over S, typically shuffling S after each epoch. In offfine gradient descent, every
batch is the full training set.

There are many other first-order iterative optimizers which address various shortcomings of the
simple (yet still powerful) SGD algorithm. In this dissertation, when we are dealing with the trans-
former architecture, we perform training with the Adam optimizer (Kingma & Ba, 2014), which is
currently popular for transformer training.

With any of these algorithms, there is the option of adding a function of the weights, called a
regularization term, to the empirical average of the loss function in the update rule. A common
regularization term is ||§||, for some norm || - ||. The goal of regularization is typically to improve
generalization (performance on the full population, in the offline training setting) by reducing the
capacity of the learning algorithm to overfit to spurious patterns in the training sample. Note that
the solutions found by offline first-order optimization algorithms are often zmplicitly biased (Vardi,
202.3) towards particular parts of weight space, leading to favorable generalization properties even

without explicit regularization.
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This chapter is based on “Inductive Biases and Variable Creation in Self-
Attention Mechanisms” (Edelman et al., 2022), written in collaboration

with Surbhi Goel, Sham Kakade, and Cyril Zhang.

Variable Creation

Self-attention, an architectural motif designed to model long-range interactions in sequential data,
has driven numerous recent breakthroughs in natural language processing and beyond. This work
provides a theoretical analysis of the inductive biases of self-attention modules. Our focus is to rig-
orously establish which functions and long-range dependencies self-attention blocks prefer to rep-
resent. Our main result shows that bounded-norm Transformer networks “create sparse variables”:

a single self-attention head can represent a sparse function of the input sequence, with sample com-
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plexity scaling only logarithmically with the context length. To support our analysis, we present
synthetic experiments to probe the sample complexity of learning sparse Boolean functions with

Transformers.

4.1 INTRODUCTION

Self-attention mechanisms have comprised an era-defining cornerstone of deep learning in recent
years, appearing ubiquitously in empirical breakthroughs in generative sequence modeling and
unsupervised representation learning. Starting with natural language (Vaswani et al., 2017), self-
attention has enjoyed surprising empirical successes in numerous and diverse modalities of data. In
many of these settings, self-attention has supplanted traditional recurrent and convolutional archi-
tectures, which are understood to incorporate inductive biases about temporal and translational
invariances in the data. Self-attention models discard these functional forms, in favor of directly and
globally modeling long-range interactions within the input context.

The proliferation of self-attention raises a fundamental question about its inductive biases: which
functions do self-attention networks prefer to represent? Various intuitions and empirics inform the
design of these architectures, but formal statistical abstractions and analyses are missing in this
space. To this end, this work initiates an analysis of the statistical foundations of self-attention.

We identify an inductive bias for self-attention, for which we coin the term sparse variable cre-
ation: a bounded-norm self-attention head learns a sparse function (which only depends on a small
subset of input coordinates, such as a constant-fan-in gate in a Boolean circuit) of a length-7"con-
text, with sample complexity scaling as log(7). The main technical novelty in this work is a covering
number-based capacity bound for attention mechanisms (including Transformer heads, as well as
related and future architectures), implying norm-based generalization bounds. This is accompanied

by a matching representational result, showing that bounded-norm self-attention heads are indeed
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capable of representing s-sparse functions with weight norms 296) (or poly(s), for symmetric sparse
functions). This provides a theoretical account for why attention models can learn long-range de-
pendencies without overfitting.

Finally, we conduct synthetic experiments to probe the sample efficiency of learning sparse in-
teractions with self-attention. We train Transformer models to identify sparse Boolean functions
with randomly chosen indices, and corroborate the sample complexity scaling law predicted by the
theory. A variant of this experiment (with i.i.d. samples) reveals a computational mystery, beyond
the scope of our current statistical analysis: we find that Transformers can successfully learn the

“hardest” (in the sense of SQ-dimension) s-sparse functions: the XOR (parity) functions.

4.1.1 Related work

The direct precursors to modern self-attention architectures were recurrent and convolutional net-
works augmented with attention mechanisms (Bahdanau et al., 2014; Luong et al,, 2015; Xu et al,,
2015). Landmark work by Vaswani et al. (2017) demonstrated significantly improvements in ma-
chine translation via a pure self-attention architecture; autoregressive language models (Liu et al.,
2018; Radford et al., 2018, 2019; Brown et al.,, 2020), and self-supervised representation learning via

masked language modeling (Devlin et al., 2018) followed shortly.

NORM-BASED CAPACITY BOUNDS FOR NEURAL NETS.  There is a vast body of literature dedi-
cated to establishing statistical guarantees for neural networks, including VC-dimension and shatter-
ing bounds (dating back to Anthony & Bartlett (1999)). In recent years, classical norm-based gen-
eralization bounds have been established for various architectures (Bartlett et al., 2017; Neyshabur
etal., 2015, 2017; Golowich et al., 2018; Long & Sedghi, 2019; Chen et al., 2019) using covering-
based arguments. Jiang et al. (2019) provide an extensive empirical study of how well these bounds

predict generalization in practice. Our work complements these results by establishing the first
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norm-based capacity analysis for attention models. Our main results rely on a novel reduction to

the £, covering number bound for linear function classes given by Zhang (2002).

OTHER THEORETICAL LENSES ON ATTENTION.  Our work complements various existing theo-
retical perspectives on attention-based models. Vuckovic et al. (2020) formulate a dynamical system
abstraction of attention layers, arriving at similar Lipschitz constant calculations to ours (which are
coarser-grained, since they focus on contractivity and stability rather than finite-sample statistical
guarantees). Zhang et al. (2019); Snell et al. (2021) study idealizations of the optimization problem
of learning self-attention heads. Wei et al. (2021) propose a definition of statistically meaningful
approximation of function classes that ties statistical learnability with expressivity, and show that
Boolean circuits can be SM-approximated by Transformers with a sample complexity bound that
depends mildly on circuit depth (rather than context size), using a margin amplification procedure.
Kim et al. (2021) show that standard dot-product attention is not Lipschitz for an #nbounded in-
put domain, whereas our paper shows that norm-based generalization bounds are attainable with a
[[[[,00-bounded input domain.

See Appendix A.4 for a broader survey of the literature on attention and self-attention networks.

4.2 BACKGROUND AND NOTATION

Throughout this paper, the input X := [x;x; .. .xT]T € R7%4 t5 an attention module (a.k.a. the
context) will be a length-7"sequence of embeddings x; € R%; m refers to the sample size (i.e. number
of length-7"sequences in a dataset). || - ||2 denotes the spectral norm for matrices, and || - |[,,, denotes
the (p, ¢) matrix norm where the p-norm is over columns and g-norm over rows. For vectors, || - ||,
denotes the £, norm; we drop the subscript for the £, norm. B is generally used to quantify bounds
on norms of matrices and L for Lipschitz constants. A"~ denotes the simplex in dimension 7, that

is, A" 1 :={x e R": x>0, |x; = 1}.
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COVERING NUMBERS.  Our main technical contribution is a generalization bound arising from
carefully counting the number of functions representable by a Transformer. The main technical
ingredient is the notion of a covering number. We will use the following definition of co-norm

covering number adapted from Zhang (2002):

Definition 4.1 (Covering number). For a given class of vector-valued functions F, the covering
number N (F; &5 {2075 || - ||) is the smallest size of a collection (a cover) C C F such that
Vfe F,3f € C satisfying

max||[fiz) — A=) < e.

Further, define

Noo(Fresm, |- )= sup Noo(Frezzl,.. 2, |- ]).

z(l) z(m)

If F is real-valued (instead of vector-valued), we drop the norm from the notation. Furthermore
for functions parameterized by a set of parameters ©, we exploit the notation to replace F by ©.

Recall that for the class of linear functions,
Fin={x—=w-x : we R ||w|, < By},

we have the covering number bound (Zhang, 2002) of

g2 €

2 p2
Nl (Y1) < 0 (P59 10g (2221 ).

where [|x)|| < By for7 € [m)]. Importantly, note that the covering number has a mild dependence
on m, only logarithmic; this logarithmic dependence on 72 will be helpful when we turn our analysis

to the capacity of attention mechanisms.
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Figure 4.1: Diagrams of attention mOdU'eSﬁf_head ,ﬁf.|ayer7ﬁf_5ca|ar described in Section 4.3: alignment scores (grey
edges) determine normalized attention weights (blue), which are used to mix the inputs x7.7. Left: Attention with a
general context z. Center: Self-attention layer, where both the input and the context come from xy.7. Right: Auxiliary
[CLS] token to extract a single scalar from a self-attention layer, providing a real-valued function class for classification
or regression tasks.

GENERALIZATION BOUNDS.  This work focuses on providing log-covering number bounds,
which imply uniform generalization bounds via standard arguments. The following lemma relates

these quantities; we refer the reader to Appendix A.1.1 for a formal review.

Lemma 4.2 (Generalization bound via covering number; informal). Suppose F is a class of bounded
functions, and log N (F; e ,x(m)) < C}-/azforallx(l), Coam e xm, Then for any

9 > 0, with probability at least | — 9, simultaneously for all f € F, the gencralization crror €gen

Egen(f) < O \/(ZIJF\/@ _

4.3 ABSTRACTIONS OF (SELF-)ATTENTION

satisfies

The precise definition of attention is less straightforward to define than for architectural compo-
nents such as convolutions and residual connections. In this section, guided by the manifestations
of attention discussed in (Luong et al., 2015), we present some notation and definitions which gen-
eralize attention mechanisms commonly seen in practice, including the Transformer. Intuitively,
these definitions encompass neural network layers which induce context-dependent representation

bottlenecks. Subsequently, we show how to represent the Transformer (the predominant attention-
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based architecture) as a special case of this formulation.

4.3.1  Attention

Intuitively, we would like to capture the notion that an output variable selects (“attends to”) a part
of the input sequence on which it will depend, based on a learned function of global interactions
(see Figure 4.1, left). To this end, we define an attention head as a function which maps a length-
Tinput sequence (e.g. the tokens in a sentence, pixels in an image, or intermediate activations in a
deep Transformer network) and an additional context z € Z to an output y € Y. In this work, we
will exclusively consider X', ), Z to be R%. An attention head uses z to select the input coordinates

in X to which the output y will “attend”, formalized below:

Definition 4.3 (Attention head). An attention head isa functionf" : X — Y, specified by an
alignment score function Score : X x Z — R parameterized by ¢, € ©,, normalization function
Norm : R” — A”"! and position-wise maps ¢, : X — V,@_  : V — Y parameterized by

Oin € Oin and Gyue € Ooye. The output of an attention head on input X € X TzeZis

y= gaout(zT: [Norm (Score(xl, z;6),...,Score(xr, z; ﬁj)ﬂ Zpin (273 6in); ﬁout>

=1

= goout<goin(X; &n)TNorm <Score(x1,z; 8,),...,Score(xr, z; 6;)); ﬁout)

where . (X;6) = [, (x1;6) ... ¢, (¥736)] " denotes the row-wise application of ¢, .

The above definition corresponds to the leftmost diagram in Figure 4.1. Here, V is a vector
space of input representations “mixed” by the normalized alignment scores; in this work, we will

set V = RF. A function class of attention heads is induced by specifying parameter classes for

{6“ ®in7 G)out}-
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4.3.2  Self-attention and Transformers

A self-attention bead is a special case of an attention head, in which the context z comes from one
of the inputs x; themselves: pairwise interactions among the elements in X are used to select the
elements of X on which fdepends. In this case, we use “input” and “context” interchangeably to

refer to X. For example, a self-attention head which uses z := x; is defined by
— . T . .
V= Pou <¢in (&; 6in)  Norm(Score(X, x; 6,)); 50ut> .

We now define the Transformer self-attention architecture as a special case of the above. Since a
Transformer layer has shared parameters between multiple output heads, we will define all 7 out-

puts of the layer at once.

Definition 4.4 (Transformer layer). A Transformer layer is a collection of 7 attention heads (whose

outputs are y1, . . ., y7) with the following shared parameters:

* The context for head 7 is x;, and the alignment score function is quadratic:

Score(x, x:; { Wo, Wi}) i=x, WoWgx, Wo, Wi € R,

* @ s linear:

0. (x; Wy) = Wpx, WyeR>

* @, is alinear function, composed with an L,-Lipschitz activation function s : R — R such
thato(0) = 0:

Dl We) = Wia(x), Wee R
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¢ The normalization function is the 7-dimensional softmax:

Norm(x) := softmax (x) = m.

Defining Y := [y12 ... y7] " € R™“ and [RowSoftmax(M)], . := softmax (M, ), we have

t,

Y=o (Rowsoftmax (XWQ(XWK)T) XWV) We.

Functions from the above class of Transformer layers map R to itself, and can thus be itera-
tively composed. We discuss remaining discrepancies between Definition 4.4 and real Transformers
(positional embeddings, position-wise feedforward networks, layer normalization, parallel heads,

residual connections) in Section 4.4.3 and the appendix.

EXTRACTING SCALAR OUTPUTS FROM A TRANSFORMER.  Finally, we establish notation for

a canonical way to extract a scalar prediction from the final layer of a Transformer. For a context of
size T, a Transformer layer with 71 inputs is constructed, with a special index [CLS].” The input at
this position is a vector xjcis; € R4 (which can be fixed or trainable); the output is a linear function
w' 9YtcLsy, for a trainable parameter w € R%. This defines a class of functions mapping RTxd 4 R,
parameterized by a Transformer layer’s parameters and w, which we call the class of scalar-output
Transformers. This is the setup used by the classification modules in BERT (Devlin et al., 2018) and

all of its derivatives.

*[CLS]stands for “class”, as in “treat the output at this position as the classifier’s prediction”.
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4.4 CAPACITY BOUNDS FOR ATTENTION MODULES

In this section, we present covering number-based capacity bounds for generic attention heads and
Transformers, along with overviews of their proofs. Section 4.4.1 bounds the capacity of a gen-
eral attention head. Section 4.4.2 instantiates this bound for the case of a single Transformer self-
attention head. Section 4.4.3 generalizes this bound for full depth-Z Transformer networks. The
sample complexity guarantees for Transformers scale only logarithmically in the context length 7,
providing rigorous grounding for the intuition that the architecture’s inductive bias selects sparse

functions of the context.

Note:  Throughout this section, assume that ||x,||, < By forallz € [7] (ie. |[X][2,00 < Bx).
Note that this allows for the Frobenius norm || X|| to scale with v/7. The key challenge through-
out our analysis is to avoid incurring factors of norms which take a sum over the # dimension, by

constructing covers appropriately.

4.4.1  Capacity of a general attention head

Recall that the attention head architecture can be represented as a function fhead : RTxd R4 —

R4 parameterized by &;, Gin, Gour as
Jhead (X, 25 65, Bins bout) = @, (gpin(X; 6.,) " Norm(Score(X, z; 6,)); &Om) .
Denote the corresponding function class by
Fhead = { (X, 2) = fhead (X, 2 6;, Gin, bouc) : 65 € Oy, 6in € Oin, Gouc € Opuck
To convert the vector-valued function class to a scalar output function class, we define Fycalar :=
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{X,2) — wTﬂX7 z) 1 f € Fheads W € RY, ||w| < B,}.
For simplicity of presentation, we will focus only on the attention head, and assume that ¢ _
and w are fixed. We handle the general case of trainable downstream layers in the analysis of multi-

layer Transformers in Appendix A.1.7.

Assumption 4.5. We make the following assumptions:

1. @18 Lou-Lipschitz in the £5-norm, that is,
Va,b € R [0, (a) = 20y (O)I| < Louella — Bll-
2. @, is Biy-bounded in £;-norm, that is,
Va € Rd,é’in € O : ||@, (4 0in)|| < Binlla.
3. Norm is continuously differentiable and its Jacobian satisfies
V6 e RY, |[[Norm(€)H171 < CNorm-

Note that softmax (the most commonly used Norm function) satisfies the Jacobian assumption
with Csoftmax = 2 (see Corollary A.7).

We prove the following bound on the covering number of Fhead for 7 samples,

Theorem 4.6 (Attention head capacity). Under Assumptions 4.5, Ve € [0, 1] the covering number of

Fhead Satisfies

log Nc (Fheasi s { (X2} |- ) <
. 20 yyED (A —a)e el
oo, Facori ez SNET ) g (7 O VR 1)
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where Fscore = {(x,2) —+ Score(x, z;6;) : 6, € O}, and Fin = {x — @, (%:6) : bin € Oin}.

Note that the bound is in terms of the N covering number of functions that dependent on
dimensions d or £ and not 7. The effect of 7 only shows up in the number of samples to cover.
Crucially, for some function classes (e.g. linear functions (Zhang, 2002)), NV scales only logarith-
mically with the number of samples. This is exactly what allows us to obtain our log 7" capacity
bounds.

Since w is fixed, an e-covering of Fheaq directly gives us an eB,,-covering for Fscalar, implying

tog N (Fucatars=i { (49, 2) )" ) < tog N (Freaai=/Bu { (X0, 1" )1+ 112)

=

PrROOF OVERVIEW. In order to prove the bound, we first show a Lipschitzness property of fhead-

This property allows us to construct a cover by using covers for Fscore and Fiy.

Lemma 4.7 ({o-Lipschitzness of fhead). For any 95,:55 € 0O, ﬁin,gin € Oy forall X R4 sych

|7, < B

~

Hfhead (X) 2, (957 einu LU) _ﬁ1ead (Xv Z; (9!7/‘9\in) Ll)) H S

CNormLoucBinBx HScore(X, 2; ;) — Score(X, z;a) 2. (X;0n) — 0. (X; gin)

+ Lout
o

2,00 '

The most crucial aspect of this proof is to avoid a spurious 7"dependence when accounting for
the attention mechanism. The key observation here is that the attention part of the network is com-
puted using Norm, whose Jacobian norm is bounded. This allows us to use the mean-value theorem
to move to the maximum ({,) error over 7 tokens instead of sum (¢ ), which could potentially
incur a T factor. Furthermore, this allows us to combine all samples and tokens and construct an

{-cover directly for m T samples.
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4.4.2. Capacity of a Transformer head

Let us now look at the case of a Transformer self-attention head and instantiate the covering bound.
For ease of presentation and to focus on the self-attention part, we collapse Wo Wl—g to a single ma-

trix, set £ = d and remove the linear layer 17¢". Then the Transformer self-attention head (for any

fixed 7 € [7]) can be described as
Fethead (X Wy, W) o= o (W;XTsoftmax (XWngT»

which is obtained from the general formulation by setting the context to be x-, Score(X, x-; Wok) =
XW—QerT, Norm = softmaxand p_ = o.

Because the number of parameters in a Transformer self-attention head is O(d?), with no depen-
dence on 7, one might presume by simple parameter counting that the capacity of the class of these
heads does not grow as the context length 7"grows. But capacity is not solely governed by the num-
ber of parameters—for example, the class {x € R + sign(sin(ax))},cr has a single parameter but
infinite VC-dimension. One might still hope to prove, for the special case of Transformer heads, a
T-independent upper bound on the VC-dimension (or rather, its analog for real-valued functions,

the pseudo-dimension). We observe that, in fact, the pseudo-dimension of this class does grow with

T.

Proposition 4.8. When the embedding dimension is d = 3, the class
Fif-head-unbounded = {X — fif-head (X; Wi, Wok) + Wy, Wok € R4}

of Transformer self-attention heads with unbounded norm has pseudo-dimension > |log T|.

The proofs for this subsection can be found in Appendix A.1.

*See Appendix A.1.7 for an analysis of general deep Transformer models.
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Let us now define the function class of self-attention heads with bounded weight norms:

2,1

Fifhead := {X'_)ﬁf—head (X§ Wy, WQK) : H wy ‘2,1 < BQK .

|2,1 S BZVJv ” WV” S BV? || W—lQ—K

Since Wy, Wok have dimensions dependent on 4 and &, bounding their norms does not hide a 7°
dependence. As before, to convert this vector-valued function class to a scalar output function class,

we define

Fifscalar 1= {X'_> wTﬂX) :fe thf-heada we Rd’ HwH < Bw}

We obtain the following bound on the covering number of Fif.head as a corollary of Theo-

rem 4.6:

Corollary 4.9. Foranye > 0 and X ... X" e R gych thar

‘X(“)TH < By forall

2,00

i € [ml, the covering number of Fif head Satisfies

(833 + (b’

log Noo (Feshead; €5 X, ., XU || - ||2) < (LBx)* -
Here S hides logarithmic dependencies on quantities besides m and T.
PrOOF OVERVIEW. The above result follows from bounding the covering numbers of
Fok = {z— er Wokz : | WgKHzg < BZQ’II(}, and

Fri={z—= Whz: |[Wyllas < B | Wyl < By}

Note that |x] Wokz — x] Wokz| < || Woxz — Wokz|| since ||« < 1, so the covering number

of Fox is at most the covering number of the class of functions of the form z +— Wkz. Therefore,
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a covering number bound for the vector-valued linear function class suffices to handle both covering

numbers:

Lemma 4.10. Let W : {W € RW*% . |\ WT||,1 < By}, and consider the function dass F : {x

Wx: W e W}. Foranye > 0 and V... AN ¢ RY satisfying Vi € [N],

@) H < By,

o - BBw)’
log Noo (Fi ;6™ oo a5 |1+ 1) S Tlog(aﬁ]\[).
Note that this bound only depends logarithmically on the context length, as desired. The proof
can be found in Appendix A.1.

Finally, our analysis is compatible with the following additional components:

POSITIONAL EMBEDDINGS. In practice, the permutation-invariant symmetry of a Transformer
network is broken by adding a positional embedding matrix P € R7*% to the input X at the first
layer. In practice, the embedding matrix is often fixed (not trainable). Our results extend to this
setting in a straightforward way; see Appendix A.1.5. If these matrices are to be trained from a suf-
ficiently large class (say, || P||, o, < 1), the dependence of the log-covering number on 7"could

become linear.

RESIDUAL CONNECTIONS. Including residual connections (e.g. redefining fif.head (X) as x, +
fif-head (X) for some index # € [7]) simply increases the Lipschitz constant of each layer (w.r.t. the
input) by at most 1. Aslongas By = (1), this only changes our covering number bounds by a

constant factor.

MULTI-HEAD SELF-ATTENTION. In almost all applications of Transformers, multiple parallel self-
attention heads are used, and their outputs aggregated, to allow for a richer representation. Our

analysis directly extends to this setting; see Appendix A.1.6 for details. When a single attention
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head is replaced with the sum of A parallel heads, the log-covering number scales up by a factor of

poly(H).

LAYER NORMALIZATION. State-of-the-art Transformer networks are trained with layer normal-
ization modules (Ba et al., 2016), which is generally understood to aid optimization. We keep a vari-
ant of layer normalization in the covering number analysis— it proves to be useful in the analysis of
tull attention blocks (see Appendix A.1.7), as it keeps the norm of the embedding of each token
bounded. Removing these layers would lead to a worse dependence on the spectral norm of the

matrices.

4.4.3  Capacity bounds for multi-layer Transformers

In this section, we will extend our results for L-layer Transformer blocks. Denote the weights of
layer 7 by W) .= { VVg), VV(]?, W(;), W(Cl) } Further denote the set of weights up to layer 7 by
whi = (wW .. W), Denote the input representation of layer 7 bygg?block(X; W), We

inductively deﬁneg,Eleock : RT*d — R4 starting Withgi(n?block (X; W) = X (the input):

i (X 4) = Taorm (o (Tlnerm (F (@i (6 947) s 7)) ) ).

Withf(Z; {WQ, W[(, WV, }) := RowSoftmax <ZWQ (ZW]()T) ZWV,

where ITyorm denotes layer normalization™ applied to each row. We use a slightly modified version

of LayerNorm where instead of normalizing to norm 1, we project it to the unit ball. Let the class of

*Layer normalization allows for the norms of the outputs of each token in each layer to remain bounded
by 1. Note that the norm of the entire input can still have a dependence on 7. Our results would go through
with a worse dependence on the spectral norms if we were to remove layer norm.
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depth-L transformer blocks be

L L 1 .
‘Ft(f l))lock {X_h?{f ?)rlock( W) Vi e (1),

) S CZ,
2

| el el

To obtain a final scalar output, we use a linear function of the [CLS] output:

gtf-scalar(X; WLLJFI’ w) = w! [g (X; VV11L+1)]

[CLST,: *

Let the scalar output function class be FO = {X = w AX)s : f € F f bIock’ w €

tf-scalar

R, wll < Bu}.

Theorem 4.11 (Theorem A.17 (simplified)). Suppose Vi € [m)], w < By, then we have

BEG,
log Noo (Fifroa 53 XY, ., X1 S (GoL,) ) - 5+ -log(dmT).

Note that the dependence on d and T'is only logarithmic even for deeper networks. The depen-
dence on (2, 1)-norms of the weight matrices is quadratic. As long as the spectral norms of the ma-
trices are bounded by 1 and ¢ is 1-Lipschitz (which holds for sigmoids and ReLUs), the exponential

dependence on L can be avoided.

4.5 ATTENTION APPROXIMATES SPARSE FUNCTIONS

The results in Section 4.4 show that function classes bottlenecked by self-attention mechanisms

have “small” statistical capacity in terms of the context size. In this section, we answer the converse
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question: which functions of interest are in these classes? We show that Transformers are able to repre-
sent sparse interactions in the context with bounded weight norms, and can thus learn them sample-
efficiently.

Consider the class of Boolean functions £ : {0,1}7 — R which are s-sparse: they only depend
ons < T of their inputs. We will construct mappings from such functions to parameters of a self-
attention head ff head composed with a feedforward network fmp; note that fif.head © fmip is the
standard Transformer block. Intuitively, fif-head is constructed to “keep” the correct s-dimensional
subset of inputs and “forget” the rest, while /i, “memorizes” the values of fon these s inputs, using

200) parameters.

SETUP.  We consider the classes of Boolean functions f: {0,1}7 — R representable by bounded-
norm scalar-output Transformer heads fif.scalar : R7*4 _5 R. To do this, we must first fix a map-

R7>4; we discuss several natural choices in Appendix A.2.1. The simplest of

ping from {0,1}7 to
these uses a sum of token and positional embeddings X(4),. := ¢, + v;, for a set of approximately
orthogonal unit vectors {ep, e1} U {v1, ..., o7} of dimensiond = ©(log 7). After choosing a

mapping X(4), the setup of the representation problem is as follows: given (%), find Transformer

weights Oif head and feedforward network weights 6, such that

ﬁf—&—mlp(X(b); Btf-heads emlp) = fmlp (ftf—head (X(b), 5tf—head); emlp) ’ij(b)v Vb e {07 I}T'

MAIN REPRESENTATIONAL RESULTS.  For any size-s subset of indices Z C [7], we show that
Transformer blocks can represent all Z-sparse Boolean functions, whose values only depend on the
inputs at the coordinates in Z. We give informal statements of these approximation results below,

and present the precise statements in Appendix A.2.2.

Proposition 4.12 (Sparse variable creation via Transformers; informal). Under any of the input
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mappings X(b), we bave the following guarantees:

* ftf-scalar can approximate a particular monotone symmetric s-sparse Boolean function, with norms

[Wollx < 0Qog(T8)) : | Wil | Wl 1 Well < O).

* fif+mlp can exactly represent symmetric s-sparse functions, with the same Transformer weight norms

as above; the feedforward network weights satisfy || Wil g, || W2 g, ||w]| p < O(poly(s)).

* fif+mlp can exactly represent general s-sparse functions, with the same Transformer weight norms as

above; the feedforward network weights satisfy || Wi|| g, | W2l g, [|w]|p < O(2° - poly(s)).

These results and the capacity bounds from Section 4.4 are simultaneously meaningful in the
regime of s < log 7. An appealing interpretation for the s = 2 case is that a single Transformer head
can learn a single logical gate (ie. AND, OR, NAND, ...) in a Boolean circuit, with d and weight

norms scaling as log 7.

ProOF IDEAS.  Each construction uses the same basic idea: select g, Wk so that the attention
mixture weights approximate the uniform distribution over the relevant positions, then use the

ReLU network to memorize all distinct values of /. Full proofs are given in Appendix A.2.s.

OTHER REALIZABLE FUNCTIONS. Since there are (IT) s-sparse subsets of input indices, the sam-
ple complexity of learning a sparse Boolean function must scale at least as Q (s log 7), matching the
capacity bounds in terms of the log 7"dependence. However, sparse functions are not the on/y po-
tentially useful functions realizable by bounded-norm Transformers. For instance, with Wy =
Wk = 0,so thatall scores are zero, a Transformer head can take an average of 7"embeddings

X — lTlTX Wy. More generally, departing from the “orthogonal context vectors” embedding of
Boolean inputs but using the same constructions as in this section, it is straightforward to conclude
that bounded-norm Transformers can compute global averages of tokens whose X 17 embeddings

lie in an s-dimensional subspaces. This is why our results do not contradict the empirical finding of
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Clark et al. (2019) that some attention heads in trained Transformer models attend broadly. It is

also straightforward to extend some of these results beyond Boolean domains; see Section A.2.4 for a

sketch.

BYPASSING THEORETICAL LIMITATIONS. Hahn (2020) points out that with constant weight
norms, a Transformer’s ability to express global dependencies degrades with context length: as 7 —
00, the maximum change in output caused by altering a single input token approaches o, and thus
various interesting formal languages cannot be modeled by a Transformer in this particular limit.
The constructions in this section show that this can be circumvented by allowing 4 and the weight

norms to scale as log( 7).

4.6 EXPERIMENTS

Sections 4.4 and 4.5 show theoretically that Transformers can learn sparse Boolean functions, with
sparse regression-like sample complexity (in terms of the log 7"dependence). In this section, we
present an empirical study which probes the end-to-end sample efficiency of Transformer archi-
tectures with standard training and architecture hyperparameters, and how it scales with the context

length 7.

SETuP. We introduce a synthetic benchmark to support our analysis, in which we measure the
statistical limit for learning sparse Boolean functions with Transformers. We choose a distribution
D on {0,1}7, and a family of distinct functions {f; : {0,1}" — {0,1}},_¢[n;, where N grows
with 7. Then, we choose an 7* € [N] uniformly at random, and train a Transformer binary classifier
on n samples from D, with labels given by f+, evaluating generalization error via holdout samples.

Then, for any learner to reach 100% accuracy on this sample, m > Q(log IN) samples are required
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Figure 4.2: Main experimental finding: the sample complexity of learning a 3-sparse AND function of 7 input bits with
Transformers. For each 7, we measure the smallest sample size 72 necessary to reach 100% validation accuracy on
> 80% of random trials. We find that this threshold scales logarithmically with 7’

(one sample reveals at most one bit of information about 7*). We can then measure the empirical

scaling of the sufficient sample size 7 to solve this problem, in terms of N (and thus 7).

LEARNING SPARSE CONJUNCTIONS.  Concretely, we can choose f; be the set of all (D conjunc-
tions of s inputs (e.g. y = x2 A x3 A x10), fixing the input distribution D to be i.i.d. Bernoulli

(we choose the bias to balance the labels). The model must learn which subset of s features are rel-
evant, out of (D possibilities; this requires at least m > Q(slog 7)) samples. The theoretical anal-
ysis predicts that the sample complexity of learning any function realizable by a bounded-norm

Transformer should asymprotically have the same log 7"scaling. We choose a fixed sparsity parame-
ters = 3, and measure how the empirical sample complexity (i.e. the smallest sample size 72(T) at

which model training succeeds with non-negligible probability) scales with 7.

Resurts.  With architecture and training hyperparameters typical of real Transformer setups
(except the number of layers, which we set to 1), we indeed observe that the empirical sample com-
plexity appears to scale as log 7 see Figure 4.2. Despite the exponentially large support of input bit

strings x and large total parameter count (~ 10°), the attention weights vanish on the 7" — s irrele-
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Figure 4.3: Additional visualizations for the sparse function learning experiments. Left: Examples of validation accuracy
curves on the same problem instance (7° = 300), with sample sizes above (mz = 200)and below (mz = 50) the
threshold (= 70 from Figure 4.2). Training accuracy goes to 100% in both cases, but the Transformer overfits (orange
curves) when 7z is too small. Right: Per-example attention weights for a successfully trained model (7" = 50, mz = 300,
T= {5, 20, 30}). The input-dependent attention weights approximately zero out the irrelevant bits.

vant coordinates, and the model converges to sparse solutions; this is visualized in Figure 4.3 (7ight).
Details are provided in Appendix A.3.1; in particular, model training near the statistical threshold is
extremely unstable, and extensive variance reduction (best of S random restarts; 40 replicates; a total

of ~ 10* training runs across each 7}, 7) was necessary to produce these scaling plots.

BEYOND OUR ANALYSIS: SPARSE PARITIES. When choosing the family of sparse functions {f;},
we can replace the AND operation with XOR: the label is the parity of a randomly chosen subset

of i.i.d. uniform input bits. In this setting, unlike the AND case, there is a computational-statistical
gap: ©(slog T) samples suffice to identify, but the fastest known algorithms for learning parities
with noise require 790) time. In the statistical query model, Q(7°) iterations of noisy batch gra-
dient descent are necessary (Kearns, 1998). Figure 4.4 (with details in Appendix A.3.2) shows that
when trained with i.i.d. samples, Transformer models can learn sparse parities. This raises an intrigu-
ing question, which is the computational analogue of the current work’s statistical line of inquiry:
how does local search (i.e. gradient-based training) succeed at finding solutions that correspond to

sparse discrete functions? The present work merely shows that these solutions exist; we intend to
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Figure 4.4: A curious empirical finding: Transformers can learn sparse parities. Loss curves (across 10 random seeds for
initialization and SGD samples) are shown for this setup withs = 3, T € {10, 15}, exhibiting phase transitions from
random guessing to 100% accuracy. See Appendix A.3.2 for details.

address the computational mystery in future work.

4.7 CONCLUSION AND FUTURE WORK

This work establishes a statistical analysis of attention and self-attention modules in neural net-
works. In particular, we identify an inductive bias we call sparse variable creation, consisting of (1)
covering number-based capacity bounds which scale as log 7, and (2) constructions which show
that self-attention models with small weight norms can represent sparse functions. This analysis is
supported by an empirical study on learning sparse Boolean functions with Transformers. We hope
that these rigorous connections between attention and sparsity, as well as the proposed experimen-
tal protocols, will inform the practice of training and regularizing these models, and the design of
future attention-based architectures.

We believe that it is possible to refine the covering number bounds (where we have only sought
to obtain optimal dependences on 7)) as well as the representation results (where we have not used
the structure of the MLP, beyond its capacity for exhaustive memorization). Significant challenges
(which are not specific to attention) remain in closing the theory-practice gap: precisely understand-
ing the role of depth, as well as the trajectory of the optimization algorithm.

An exciting line of empirical work has made progress on understanding and interpreting state-
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of-the-art Transformer language models by examining the activations of their attention mechanisms
(Clark et al,, 2019; Tenney et al., 2019; Rogers et al., 2020). In some cases, these works have found
instances in which Transformers seem to have learned features that are reminiscent of (sparse) hand-
crafted features used in natural language processing. Reconciling our theoretical foundations work

with this area of BER Tology is an avenue for future synthesis.
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This chapter is based on “Hidden Progress in Deep Learning: SGD Learns
Parities Near the Computational Limit” (Barak et al., 2022), written in
collaboration with Boaz Barak, Surbhi Goel, Sham Kakade, Eran Malach,

and Cyril Zbang.

Hidden Progress

There is mounting evidence of emergent phenomena in the capabilities of deep learning methods as
we scale up datasets, model sizes, and training times. While there are some accounts of how these
resources modulate statistical capacity, far less is known about their effect on the computational
problem of model training. This work conducts such an exploration through the lens of learning a
k-sparse parity of 7 bits, a canonical discrete search problem which is statistically easy but computa-

tionally hard. Empirically, we find that a variety of neural networks successfully learn sparse parities,
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with discontinuous phase transitions in the training curves. On small instances, learning abruptly

occurs at approximately z0*)

iterations; this nearly matches SQ lower bounds, despite the appar-
ent lack of a sparse prior. Our theoretical analysis shows that these observations are 7ot explained
by a Langevin-like mechanism, whereby SGD “stumbles in the dark” until it finds the hidden set of

features (a natural algorithm which also runs in nO®)

time). Instead, we show that SGD gradually
amplifies the sparse solution via a Fourier gap in the population gradient, making continual progress

that is invisible to loss and error metrics.

5.1 INTRODUCTION

In deep learning, performance improvements are frequently observed upon simply scaling up re-
sources (such as data, model size, and training time). While these improvements are often continu-
ous in terms of these resources, some of the most surprising recent advances in the field have been
emergent capabilities: at a certain threshold, behavior changes qualitatively and discontinuously.
Through a statistical lens, it is well-understood that larger models, trained with more data, can fit
more complex and expressive functions. However, far less is known about the analogous computa-
tional question: how does the scaling of these resources influence the success of gradient-based optimiza-
tion?

These phase transitions cannot be explained via statistical capacity alone: they can appear even
when the amount of data remains fixed, with only model size or training time increasing. A timely
example is the emergence of reasoning and few-shot learning capabilities when scaling up language
models (Radford et al., 2019; Brown et al., 2020; Chowdhery et al,, 2022; Hoffmann et al., 2022);
Srivastava et al. (2022) identify various tasks which language models are only able to solve if they
are larger than a critical scale. Power et al. (2021) give examples of discontinuous improvements

in population accuracy (“grokking”) when running time increases, while dataset and model sizes
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Figure 5.1: Main empirical findings at a glance. A variety of neural networks, with standard training and initialization,

O(k)

can solve the (n, k)—parity learning problem, with a number of iterations scaling as 7 . Left: Training curves under

various algorithmic choices (architecture, batch size, learning rate) on the (n = 50, E = 3)—parity problem. Right:
Median convergence times for small (7, k).

remain fixed.

In this work, we analyze the computational aspects of scaling in deep learning, in an elementary
synthetic setting which already exhibits discontinuous improvements. Specifically, we consider the
supervised learning problem of learning a sparse parity: the label is the parity (XOR) of ¥ < 7
bits in a random length-7 binary string. This problem is computationally difficult for a range of
algorithms, including gradient-based (Kearns, 1998) and streaming (Kol et al., 2017) algorithms. We
focus on analyzing the resource measure of t7aining time, and demonstrate that the loss curves for
sparse parities display a phase transition across a variety of architectures and hyperparameters (see
Figure 5.1, left). Strikingly, we observe that SGD finds the sparse subset (and hence, reaches o error)
with a variety of activation functions and initialization schemes, even with 7o over-parameterization.

A natural hypothesis to explain SGD’s success in learning parities, with no visible progress in
error and loss for most of training, would be that it simply “stumbles in the dark”, performing ran-
dom search for the unknown target (e.g. via stochastic gradient Langevin dynamics). If that were
the case, we might expect to observe a convergence time of 29(7) Jike a naive search over parameters

or subsets of indices. However, Figure 5.1 (7i¢ght), already provides some evidence against this “ran-
> figure s '8rL)s yp g
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dom search” hypothesis: the convergence time adapts to the sparsity parameter £, with a scaling of
729%) on small instances. Notably, such a convergence rate implies that SGD is closer to achieving
the optimal computation time among a natural class of algorithms (namely, statistical query algo-
rithms).

Through an extensive empirical analysis of the scaling behavior of a variety of models, as well as
theoretical analysis, we give strong evidence against the “stumbling in the dark” viewpoint. Instead,
there is a hidden progress measure under which SGD is steadily improving. Furthermore, and per-
haps surprisingly, we show that SGD achieves a computational runtime much closer to the optimal
SQ lower bound than simply doing (non-sparse) parameter search. More generally, our investiga-
tions reveal a number of notable phenomena regarding the dependence of SGD’s performance on

resources: we identify phase transitions when varying data, model size, and training time.

5.1.1  Our contributions

SGD LEARNS SPARSE PARITIES. Itis known from SQ lower bounds that with a constant noise

level, gradient descent on azy architecture requires at least 2*)

computational steps to learn -
sparse z-dimensional parities (for background, see Appendix B.1). We first show a wide variety of
positive empirical results, in which neural networks successfully solve the parity problem in a num-

ber of iterations which scales near this computational limit:

Empirical Finding s.1. For all small instances (z < 30,k < 4) of the sparse parity problem,
architectures A € {2-layer MLPs, Transformers”, sinusoidal/oscillating neurons, PolyNets' },
initializations in {uniform, Gaussian, Bernoulli}, and batch sizes 1 < B < 1024, SGD on A solves

the (7, k)-sparse parity problem (w.p. > 0.2) within at most ¢ - nk steps, for small constants ¢, .

*With a smaller range of hyperparameters.
A non-standard architecture introduced in this work; see Section 5.3 for the definition.
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THEORETICAL ANALYSES OF SPARSE FEATURE EMERGENCE.  Our empirical results suggest that,
in a number of computational steps matching the SQ limit, SGD is able to solve the parity prob-
lem and identify the influential coordinates, without an explicit sparse prior. We give a theoretical

analysis which validates this claim.

Informal Theorem s.2. On 2-layer MLPs of width 29() | and with batch size n°%), SGD con-
verges with high probability to a solution with at most ¢ error on the (7, k)-parity problem in at

most 2°(%) . poly(1/¢) iterations.

We also present a stronger analysis for an idealized architecture (which we call the dzsjoint-PolyNet),

which allows for any batch size, and captures the phase transitions observed in the error curves.

Informal Theorem 5.3. On disjoint-PolyNets, SGD (with any batch size B > 1) converges with high
probability to a solution with at most ¢ error on the (7, k)-parity problem in at most z°%) - log(1/e)
iterations. Continuous-time gradient flow exhibits a phase transition: it spends a1 — o(1) fraction of

its time before convergence with error > 49%.

Our theoretical and empirical results hold in non-overparameterized regimes (including with a
width-1 sinusoidal neuron), in which no fixed kernel, including the neural tangent kernel (NTK)
(Jacot et al,, 2018), is sufficiently expressive to fit all sparse parities with a large margin. Thus, our
findings comprise an elementary example of combinatorial feature learning: SGD can only success-

tully converge by learning a low-width sparse representation.

FURTHER EMPIRICAL EXPLORATIONS.  Building upon our core positive results, we provide a
wide variety of preliminary experiments, showing sparse parity learning to be a versatile testbed for
understanding the challenges and surprises in solving combinatorial problems with neural networks.
These include quantities which reveal the continual hidden progress behind uninformative training

curves (as predicted by the theory), experiments at small sample sizes which exhibit grokking (Power
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etal., 2021), as well as an example where greedy layer-wise learning is impossible but end-to-end

SGD can learn the layers jointly.

5.1.2  Related work

We present the most directly related work on feature learning, and learning parities with neural nets.

A broader discussion can be found in Appendix B.1.3.

SGD AND FEATURE LEARNING.  Theoretical analysis of gradient descent on neural networks is
notoriously hard, due to the non-convex nature of the optimization problem. That said, it has been
established that in some settings, the dynamics of GD keep the weights close to their initialization,
thus behaving like convex optimization over the Neural Tangent Kernel (see, for example, (Jacot
etal.,, 2018; Allen-Zhu et al., 2019; Du et al., 2018)). In contrast, it has been shown that in various
tasks, moving away from the fixed features of the NTK is essential for the success of neural networks
trained with GD (for example (Yehudai & Shamir, 2019; Allen-Zhu & Li, 20195 Wei et al., 2019a)
and the review in (Malach et al., 2021)). These results demonstrate that feature learning is an impor-
tant part of the GD optimization process. Our work also focuses on a setting where feature learning
is essential for the target task. In our theoretical analysis, we show that the initial population gra-
dient encodes the relevant features for the problem. The importance of the first gradient step for

feature learning has been recently studied in (Ba et al., 2022).

LEARNING PARITIES WITH NEURAL NETWORKS.  The problem of learning parities using neural
networks has been investigated in prior works from various perspectives. It has been demonstrated
that parities are hard for gradient-based algorithms, using similar arguments as in the SQ analysis
(Shalev-Shwartz et al., 2017; Abbe & Sandon, 2020). One possible approach for overcoming the

computational hardness is to make favorable assumptions on the input distribution. Indeed, re-
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cent works show that under various assumptions on the input distribution, neural networks can
be efficiently trained to learn parities (XORs) (Daniely & Malach, 20205 Shi et al., 202.1; Frei et al,,
2022a; Malach etal., 2021). In contrast to these results, this work takes the approach of intention-
ally focusing on a hard benchmark task, without assuming that the distribution has some favorable
(namely, non-uniform) structure. This setting allows us to probe the performance of deep learning
at a known computational limit. Notably, the work of Andoni et al. (2014) provides analysis for
learning polynomials (and in particular, parities) under the uniform distribution. However, their
main results require a network of size 7% (ie., extremely overparameterized network), and pro-
vides only partial theoretical and empirical evidence for the success of smaller networks. Studying a
related subject, some works have shown that neural networks display a spectral bias, learning to fit

low-frequency coefficients before high-frequency ones (Rahaman et al., 2019; Cao et al., 2019).

5.2 PRELIMINARIES

We provide an expanded discussion of background and related work in Appendix B.1.

SPARSE PARITIES. Forinteger» > 1and non-emptysetS C [z], the (n,S)-parity function

Xs o AF1}" — {£1}isdefined as yo(x) = [[,cgx:. We define the (1, S)-parity distribution Dy
as the joint distribution over (x, y)* where x is drawn from Unif({+1}"”), the uniform distribution
over random length-7 sign vectors, and y := y(x) is the product of the inputs at the indices given
by the “relevant features” S (thus, &1, depending on whether the number of relevant —1 inputs

is even or odd). We define the (7, k)-parity learning problem as the task of recovering the S using
samples from Dy, where §'is chosen at random from ([Z]) .

A key fact about parities is that they are orthogonal under the correlation inner product: for

*Our theoretical analyses and experiments can tolerate noisy parities, that is, random flipping of the label;
see Appendix B.3.6. For ease of presentation, we state the noiseless setting in the main paper.
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That s, a learner who guesses indices ' cannot use correlations (equivalently, the accuracy of the
hypothesis ;(S,) as feedback to reveal which indices in S’ are correct, unless .S is exactly the correct
subset. This notion of indistinguishability leads to a computational lower bound in the statistical
query (SQ) model (Kearns, 1998): Q(*) constant-noise queries are necessary, which is far greater
than the statistical limit of ©(log (})) =~ log 7 samples. The hardness of parity has been used to
derive computational hardness results for other settings, like agnostically learning halfspaces (Kli-
vans & Kothari, 2014) and MLPs (Goel et al., 2019). Beyond the restricted computational model of
statistical queries, noiseless parities can be learned in poly(7) time via Gaussian elimination. How-
ever, learning sparse zosy parities, even at a very small noise level (i.e., o(1) or n_‘?), is believed to

08 computational steps.” In all, learning sparse parities is a well-studied combi-

inherently require 7
natorial problem which exemplifies the computational difficulty of learning a joint dependence on

multiple relevant features.

NOTATION FOR NEURAL NETWORKS AND TRAINING.  Our main results are presented in the
online learning setting, with a stream of i.i.d. batches of examples. At each iterations = 1,..., T,
alearning algorithm A receives a batch of B examples { (x;, y,.;) }2_; drawn i.id. from Dg, then
outputs a classifier y, : {£1}” — {%1}. We say that A solves the parity task in # steps (with error ¢)
if

Pr [y(x)=9]>1—c.
BONCCEUEIE

*This was first explicitly conjectured by Alekhnovich (2003 ), and has been the basis for several crypto-
graphic schemes (e.g., (Ishai et al., 2008; Applebaum et al., 2009, 2010; Bogdanov et al., 2019)).
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Figure 5.2: Black-box observations on the training dynamics. Left: Histograms of convergence times over 10° random
trials, with heavy upper tails but no observed successes neart = 0 (unlike random search). Center: Loss curves (and
thus, convergence time) depend heavily on initialization, not the randomness of SGD; B = 128, y = 0.01 are shown
here. Right: The power-law exponent (« such that #, o< 7%) eventually worsens on larger problem instances.

We will focus on the case that y, = sign(f{x; 6,)) for some parameters ¢, in a continuous domain ©
and for a continuous function £ : {£1}” x ® — R," updated with the ubiquitous online learning

algorithm of gradient descent (GD), whose update rule is given by

B
1
€t+l — (1 - )'t)‘gt N Vs E ;Z()’t,hﬂxt,i; ‘9t)) , (5-1)

foraloss function £ : {1} x R — R, learning rate schedule {5,}_,, and weight decay schedule

{2:}L,". The initialization & is drawn randomly from a chosen distribution.

5.3 EMPIRICAL FINDINGS

5.3.1  SGD on neural networks learns sparse parities

The central phenomenon of study in this work is the empirical observation that neural networks,
with standard initialization and training, can solve the (1, k)-parity problem in a number of itera-

tions scaling as 729%) on small instances. We observed robust positive results for randomly-initialized

*When f{x; §) = 0in practice (e.g. with sign initialization), we break the tie arbitrarily. We ensure in the
theoretical analysis that this does not happen.
"We allow different layers to have different learning rate and weight decay schedules.
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SGD on the following architectures, indexed by Roman numerals:
e 2-layer MLPs: ReLU (o(z) = (2)) or polynomial (¢(z) = z*) activation, in a wide variety
of width regimes » > k. Settings (i), (ii), (iii) (resp. (iv), (v), (vi)) use » = {10,100, 1000}
ReLU (resp. polynomial) activations. We also consider » = £ (exceptional settings (*1), (*ii) ),

the minimum width for representing a k-wise parity for both activations.

* 1-neuron networks: Next, we consider non-standard activation functions ¢ which allow a
one-neuron architecture f{x; w) = o(w! x) to realize k-wise parities. The constructions stem
from letting w* = ¢ ¢, and constructing o(-) to interpolate (the appropriate scaling of)
% mod 2 with a piecewise linear k-zZgzag activation (vii), or a degree-k polynomial (viii).
Going a step further, a single 0o-zigzag (ix) or sinusoidal (x) neuron can represent a/l k-wise

parities. In settings (xi), (xii), (xiii), (xiv), we remove the second trainable layer (setting # = 1).

We find that wider architectures with these activations also train successfully.

* Transformers: There is growing interest in using parity as a benchmark for combinatorial
function learning, long-range dependency learning, and length generalization in Transformers
(Luetal., 2021; Edelman et al., 20225 Hahn, 20205 Anil et al., 20225 Liu et al., 2022a). Moti-
vated by these recent theoretical and empirical works, we consider a simplified specialization
of the Transformer architecture to this sequence classification problem. This is the less-robust

setting (*iii); the architecture and optimizer are described in Appendix B.4.1.

* PolyNets: Our final setting (xv) is the PolyNet, a slightly modified version of the parity ma-
chine architecture. Parity machines have been studied extensively in the statistical mechanics of
ML literature (see the related work section) as well as in a line of work on ‘neural cryptography’
(Rosen-Zvi et al., 2002). A parity machine outputs the sign of the product of & linear func-
tions of the input. A PolyNet simply outputs the product itself. Both architectures can clearly

realize k-sparse parities. The PolyNet architecture was originally motivated by the search for
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an idealized setting where an end-to-end optimization trajectory analysis is tractable (see Sec-
tion 5.4.1); we found in these experiments that this architecture trains very stably and sample-

efficiently.

RoOBUST SPACE OF POSITIVE RESULTS.  All of the networks listed above were observed to suc-
cessfully learn sparse parities in a variety of settings. We summarize our findings as follows: for all
combinations of z € {10,20,30}, % € {2,3,4}, batchsizes B € {1,2,4,...,1024}, initializations
{uniform, Gaussian, Bernoulli}, loss functions {hinge, square, cross entropy }, and architecture
configurations {(i), (ii), . . . , (xv) }, SGD solved the parity problem (with 100% accuracy, validated
on a batch of 2! samples) in at least 20% of 25 random trials, for at least one choice of learning rate
» € {0.001,0.01,0.1,1}. The models converged in 7, < ¢ - ¥ < 10 steps, for small architecture-
dependent constants ¢, 2 (see Appendix B.3). Figure 5.1 (left) shows some representative training

curves.

LESS ROBUST CONFIGURATIONS.  Settings (*i) and (*ii), where the MLP just barely represents

a k-sparse parity, and the Transformer setting (*iii), are less robust to small batch sizes. In these set-
tings, the same positive results as above only held for sufficiently large batch sizes: B > 16. Also,
setting (*iii) used the Adam optimizer (which is standard for Transformers); see Appendix B.4.1 for

details.

PHASE TRANSITIONS IN TRAINING CURVES. For almost all of the architectures, we find that

that the training curves exhibit phase transitions in terms of running time (and thus, in the online
learning setting, dataset size as well): long durations of seemingly no progress, followed by periods of
rapid decrease in the validation error. Strikingly, for architectures (v) and (vi), this plateau is absent:
the error in the initial phase appears to decrease with a linear slope. See Appendix B.3.8 for more

plots.
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5.3.2  Random search or hidden progress?

The remainder of this paper seeks to answer the question: “By what mechanism does deep learning
solve these emblematic computationally-hard optimization problems?”

A natural hypothesis would be that SGD somehow implicitly performs Monte Carlo random
search, “bouncing around” the loss landscape in the absence of a useful gradient signal. Upon closer

inspection, several empirical observations clash with this hypothesis:

* Scaling of convergence times: Without an explicit sparsity prior in the architecture or initial-
ization, it is unclear how to account for the runtimes observed in experiments, which adapt to
the sparsity 4. The initializations, which certainly do not prefer sparse functions”, are close to

the correct solutions with probability 2" < ~*.

* No early convergence: Over a large number of random trials, no copies of this randomized
algorithm get “lucky” (i.e. solve the problem in significantly fewer than the median number
of iterations); see Figure 5.2 (/eft). The success times of random exhaustive search would be
distributed as Geom(1/(}) ), whose probability mass is highest at # = 0 and decreases mono-

tonically with z.

* Sensitivity to initialization, not SGD samples: Running these training setups over multi-
ple stochastic batches from a common initialization, we find that loss curves and convergence
times are highly correlated with the architecture’s random initialization, and are quite concen-

trated conditioned on initialization; see Figure 5.2 (center).

* Elbows in the scaling curves: For larger 7, the power-law scaling ceases to hold: the exponent

worsens (see Figure 5.2 (ight), as well as the discussion in Appendix B.3.2). This would not be

*Indeed, under all standard architectures and initialization, the probability that a random network is
Q(1)-correlated with a sparse parity would be 2~(*), since with that probability1 — (1) of the total influ-
ence would be accounted by the » — £ irrelevant features.

59



sinusoidal neuron; n=50, k=3, B =32 sinusoidal neuron; n=50, k=3, B=1024 B=1024, parity vs. noise
0.6

1.0
§ 1.00 7 v ;f' os
2 0.75 B g : 04
s Z 06
£ 0.50 4 8
9 o 0.4 0.2
2 0.25 4 @
K<} 0.25 batch t loss batch t error 1 E 0.2
—— pop. loss —— pop. error
B e o e e 00 b= 00
0 200 400 600 800 1000 1200 0 500 1000 1500 2000 2500 3000 0 1000 2000 3000

] E 0.6
0501 'y ies — biasb’VA”/— 1.0 e

w;, i€S '
0.25 1 ; 1 208 04
0.00 AM‘_\J\;\’_ ] e T 06

noise)

rro

sinusoidal neuron weights

9 0.4 0.2
~0.25 1 a
3 0.2 4 —— prog. measure p
—0.50 T T T T T 1 T T T T T 001, T T o
0 200 400 600 800 1000 1200 0 500 1000 1500 2000 2500 3000 0 1000 2000 3000
iteration t iteration t iteration t

Figure 5.3: Hidden progress when learning parities with neural networks. Left, center: Black-box losses and accuracies
exhibit a long plateau and sharp phase transition (top), hiding gradual progress in the SGD iterates (bottom). Right: A
hidden progress measure which distinguishes gradual feature amplification (top) from training on noise (bottom).

true for random exhaustive search.

Even these observations, which do not probe the internal state of the algorithm, suggest that

exhaustive search is an insufficient picture of the training dynamics, and a different mechanism is at

play.

5-4 THEORETICAL ANALYSES

5.4.1 Provable emergence of the parity indices in high-precision gradients

We now provide a theoretical account for the success of SGD in solving the (1, k)-parity problem.
Our main theoretical observation is that, in many cases, the population gradient of the weights at ini-
tialization contains enough “information” for solving the parity problem. That is, given an accurate
enough estimate of the initial gradient (by e.g. computing the gradient over a large enough batch
size), the relevant subset S can be found.

T

As a warm-up example, consider training a single ReLU neuron y(x; w) = (w' x) with the

correlation loss £(y,7) = —yy over Ds, from an all-ones initialization w = [1 ... 1] € R”. Whilea
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single neuron cannot express the parity, we observe that the correct subset can be extracted from the

] |

The key insight is that each coordinate in the above expression is a correlation between a parity and

population gradient at initialization:

(M’)NDS (x,y)wD

Oy, 5(x: = YV (w' = X >
E [leg(%)’(x» w))] E S[ vaz(w x)+i| (%}’E‘DS [ Zszl [sz >0

the functionx +— —1[>_,x; > 0], and thus a Fourier coefficient of this Boolean function. At
each relevant coordinate (7 € S5), the population gradient is the order-(£ — 1) Fourier coefficient
S\ {}; for the irrelevant features (; ¢ ), it is instead the order-(k + 1) coefficient.S U {7}. All
we require is a detectable gap between these quantities. Formally, letting Alx; w) = o(w ! x), letting

}‘\(S ) := E [A{x)ys(x)] denote the Fourier coefficient of fat S, we isolate the desired property:

Definition 5.4 (Fourier gap). Fora function /: {£1}” — Rand S C [#] of size &, we say that fhas
a y-Fourier gap at S if, for every (k—1)-element subset S~ C Sand (£ +1)-element superset ST D S,
it holds that D‘\(S’)] > [?(S*)\ +7.

1+sign(zi x,-)

5 is just an affine trans-

For the all-ones initialization, observe 1[> . x; > 0] =
formation of the majority function of x, for which a Fourier gap can be established, with y =
©(n~(*=1/2)_This arises from closed-form formulas for the Fourier spectrum of majority (see
Lemma B.2 in Appendix B.2.1), a landmark result from the harmonic analysis of Boolean functions
(Titsworth, 19625 O’Donnell, 2014). Thus, the coordinates in .S can be recovered from 5(1 /) =
O(n*~1) samples; see Proposition B.7 in Appendix B.2..2 for a formal argument.

Carefully extending this insight, we obtain an end-to-end convergence result for ReLU-activation

MLP networks with a particular symmetric choice of +1 initialization, trained with the hinge loss:

Theorem 5.5 (SGD on MLPs learns sparse parities). Leze € (0,1). Letk > 2 an even integer, and

letn = Q(k*log(nk/z)) be an odd integer. Then, there exist a random initialization scheme, ,, and
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Ay such that for every S C [n] of size k, SGD on a ReLU MLP of width r = Q(Zk/e log(k/¢)), with
batch size B = Q(n*log(n /<)) on Ds with the hinge loss, outputs a network fx; 6;) with expected” loss

E [0(Ax;6,),y)] < ¢in at most O(k>1*n/e*) iterations.

This does not capture the full range of settings in which we empirically observe successful con-
vergence. First, it requires a sign vector initialization, while we observe convergence with other
random initialization schemes (namely, uniform and Gaussian). Second, it requires the batch size
to scale with () while we also obtain positive results when B is small (even B = 1). Analo-
gous statements for these cases (as well as other activations and losses) would require Fourier gaps
for population gradient functions other than majority; lower bounds on the degree-(# — 1) co-
efficients ( “Fourier anti-concentration”) are particularly elusive in the literature, and we leave it as
an open challenge to establish them in more general settings. We provide preliminary empirics in

Appendix B.3.1, suggesting that the Fourier gaps in our empirical settings are sufficiently large."

Low WIDTH NECESSITATES FEATURE LEARNING.  We note that in the low-width (non-overparameterized)
regimes considered in this work, no fixed kernel (including the neural tangent kernel (Jacot et al,,
2018), whose dimensionality is the network’s parameter count) can solve the sparse parity problem.

The following is a consequence of results in (Kamath et al., 20205 Malach & Shalev-Shwartz, 2022):

Theorem 5.6 (Low-width NTK cannot fit all parities). Let ¥ : {£1}* — R? be any D-dimensional
embedding with sup_||¥(x)||2 < 1 LetR,e > 0, and let £ denote the o-1 loss or hinge loss. If
DR? < & - (1), then there exists some S C |n) of size k such that

inf E g‘I’xTw, >1—c.
o] <R (x)~Ds [ (¥() y)]

"The expectation is over the randomness of initialization, training and sampling (x, y) ~ Ds.

In fact, at this batch size, the correct parity indices emerge in a single SGD step.

j;Interestinlcjrly, we observe that the Fourier gap tends to zncrease over the course of training. This is not
captured by our current theoretical analysis.
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Thus, our low-width results lie outside the NTK regime, which requires far larger models (size
n(®)) to express parities. However, we note that better sample complexity bounds are possible
in the NTK regime, with an algorithm more similar to standard SGD (see (Telgarsky, 2022) and

Appendix B.1.3).

5.4.2 Disjoint-PolyNet: exact trajectory analysis for an idealized architecture

In this section, we present an architecture (a version of PolyNets (xv)) which empirically exhibits
similar behavior to MLPs and bypasses the difficulty of analyzing Fourier gaps. The disjoint-PolyNet
takes a product over £ linear functions of an equal-sized” partition P, . . ., P of the input coordi-
nates: f{x; wiy) = [1*_, (wr, xp,). As noted in the Section 5.1.2, this is equivalent to a tree parity
machine, with real-valued (instead of £1) outputs.

This architecture also requires us to assume that the set S of size & in the (7, £)-parity problem
is selected such that exactly one index belongs to each disjoint partition, that s, forall 7 € [£], SN
P; = 1. We refer to this problem as the (1, k)-disjoint parity problem. Note that there are still
(n')* = (n/k)* different possibilities for set .S under this restriction. For fixed 4, these represent a
constant fraction of the () ~ (ne/k)* (by Stirling’s approximation) possibilities for S in the general
non-disjoint case.

Consider training a disjoint-PolyNet w.r.t. the correlation loss. Without loss of generality, as-
sume that each relevant coordinate in S'is the first element P;. Then, the population gradient is

non-zero only at indices 7 € S:

gz'(wlzle) =E [Vw/(f(x; wl:/e)7)’)] =-E Y H<wj,xPj> xp;, | = — ij,1 1.
JFL Viad

This allows us to analyze the gradient flow dynamics of the disjoint-PolyNet, without needing to

*We assume for simplicity that # is divisible by 4.
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establish Fourier gaps. For each 7 € [k], in this section we treat w; as a function from R> — R”
which satisfies the following differential equation: w; = —g;(wy.4(¢)). For clarity of exposition,
assume all-ones initialization.” Then, all of the relevant weights {w;; : 7 € [£]} follow the same tra-
jectory. By analyzing the resulting differential equations, we can formally exhibit “phase transition”-

like behavior in the fully deterministic gradient flow setting.

Theorem 5.7 (Loss plateau for gradient flow on disjoint-PolyNets). Suppose k > 3. Let T(¢) denote

the smallest time at which the error is at most . Then,

Informally, the network takes much longer to reach slightly-better-than-trivial accuracy than it
takes to go from slightly better than trivial to perfect accuracy. Returning to discrete time, we also
analyze the trajectory of disjoint-PolyNets trained with online SGD at any batch size, confirming

k)

that a neural network can learn k-sparse disjoint parities within 1n9%) jterations.

Theorem 5.8 (SGD on disjoint-PolyNets learns disjoint parities). Suppose we train a disjoint-
PolyNet, initialized as above, with online SGD. Then there exists an adaptive learning rate schedule
such that forany e > 0, with probability 0.9, the error falls below ¢ within O ((n') %~V log(1/e))

steps.

Extended versions of these theorems, along with proofs, can be found in Appendix B.2.3.

5.9 HIDDEN PROGRESS: DISCUSSION AND ADDITIONAL EXPERIMENTS

So far, we have shown that sparse parity learning provides an idealized setting in which neural net-

works successfully learn sparse combinatorial features, with a mechanism of continual progress

*Results for Bernoulli and Gaussian initializations are similar, and can be found in the appendix.
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Figure 5.4: Parity as a sandbox for understanding the effects of model size and dataset size. Left: Success times vs.
network width 7 on a fixed (40, 3)-parity task: in accordance with the theory, parallelization experiences diminishing
returns (unlike expected success times for random search, shown in green). Underparameterized models (» = 1, 2) were
considered successful upon reaching 55% accuracy. Right: Training curves where only the sample size 2 is varied. The
two center panels display “grokking”: a large gap between the time to zero train error vs. zero test error.

hiding behind discontinuous training curves. In this section, we outline preliminary explorations
on a broader range of interesting phenomena which arise in this setting. Details are provided in Ap-

pendix B.3, while more systematic investigations are deferred to future work.

HIDDEN PROGRESS MEASURES FOR LEARNING PARITIES. The theoretical and (black-box) em-
pirical results suggest that SGD does 7oz learn parities via the memoryless process of random exhaus-
tive search. This suggests the existence of progress measures: scalar quantities which are functions

of the training algorithm’s state (i.e. the model weights w,) and are predictive of the time to success-
ful convergence. We provide some white-box investigations which further support the hypothesis

of hidden progress, by examining the gradual improvement in quantities other than the training
loss. In Appendix B.3.1, we directly plot the Fourier gaps of the population gradient, as a function
of ¢, finding that they are large (within a small constant factor of those of majority) in practice. In
Figure 5.3 and Appendix B.3.3, we examine the weight movement norm p(wo.,) = |lw; — wo||
to reveal hidden progress, motivated by the fact that w, — wy is a linearized estimate for the initial

population gradient.
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ROLES OF OVERPARAMETERIZATION VS. OVERSAMPLING. An interesting consequence of our
analysis is that it illuminates scaling behaviors with respect to a third fundamental resource parame-
ter: model size, which we study in terms of network width 7. If SGD operated by a “random search”
mechanism, one would expect width to provide a parallel speedup. Instead, we find that SGD se-
quentially amplifies progress. The sharp lower tails in Figure 5.2 (Zeft) imply that running  identical
copies of SGD does not give (1/7) X speedups; more directly, in Appendix B.3.4 (previewed in Fig-
ure 5.4 (left)), we find that convergence times for sparse parities empirically plateau at large model

sizes.

EMERGENCE OF GROKKING IN THE FINITE-SAMPLE (MULTI-PASS) SETTING.  Our main results
are presented in the online learning setting (fresh minibatches from Dy at each iteration). While this
mitigates the confounding factor of overfitting, it couples the resources of training time and inde-
pendent samples in a suboptimal way, due to the computational-statistical gap for parity learning.
In Appendix B.3.5, we find empirically that minibatch SGD (with weight decay) can learn sparse
parities, even with smaller sample sizes 2 < #¥. We reliably observe the grokking phenomenon
(Power et al., 2021): an initial overfitting phase, then a delayed phase transition in the generalization
error; see the two center panels of Figure 5.4 (right). These results complement and corroborate the
findings of Nanda & Lieberum (2022), who analyze the hidden progress of Transformers trained on

arithmetic tasks (a setting which also exhibits grokking).

DEEPER NETWORKS. Itis a significant challenge (and generally outside the scope of this work)
to understand the interactions between network depth and computational/statistical efficiency. In
Appendix B.3.7, we show that learning parities with deeper polynomial-activation MLPs comprises
a simple counterexample to the “deep only works if shallow is good” principle of Malach & Shalev-

Shwartz (2019): a deep network can get near-perfect accuracy, even when greedy layer-wise training
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(e.g. (Belilovsky et al., 2019)) cannot beat trivial performance. By providing positive theory and
empirics which elude these simplified explanations of SGD, we hope to point the way to a more
complete understanding of learning dynamics in the challenging cases where no apparent progress is

made for extended periods of time.

5.6 CONCLUSION

This work puts forward sparse parity learning as an elementary test case to explore the puzzling fea-
tures of the role of computational (as opposed to statistical) resources in deep learning. In partic-
ular, we have shown that a variety of neural architectures solve this combinatorial search problem,
with a number of computational steps nearly matching the sparsity-dependent SQ lower bound.
Furthermore, we have shown that despite abrupt phase transitions in the loss and accuracy curves,
SGD works by gradually amplifying the sparse features “under the hood”.

Even in this simple setting, there are several open experimental and theoretical questions. This
work largely focuses on the online learning case, which couples training iterations with fresh i.i.d.
samples. We believe it would be instructive to investigate parity learning when the three resources of
samples, time, and model size are scaled separately. Some very preliminary findings along these lines
are presented in Section s.3. It is an open problem to extend our theoretical results to the small-
batch setting, as well as to the full range of architectures and losses in our experiments. Resolving
these questions would require a better understanding of the anti-concentration behavior of Boolean
Fourier coefhicients, which is much less studied than the analogous concentration phenomena.

Another important follow-up direction is understanding the extent to which these insights ex-
tend from parity learning to more complex (including real-world) combinatorial problem settings,
as well as the extent to which non-synthetic tasks (in, e.g., natural language processing and program

synthesis) embed within them parity-like subtasks of exhaustive combinatorial search. We hope that
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our results will lead to further progress towards understanding and improving the optimization
dynamics behind the recent slew of dramatic empirical successes of deep learning in these types of

domains.
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This chapter is based on “Pareto Frontiers in Deep Feature Learning: Data,
Compute, Width, and Luck” (Edelman et al., 2024a), written in collabora-

tion with Surbbi Goel, Sham Kakade, Eran Malach, and Cyril Zbang.

Pareto Frontiers

In modern deep learning, algorithmic choices (such as width, depth, and learning rate) are known
to modulate nuanced resource tradeofts. This work investigates how these complexities necessarily
arise for feature learning in the presence of computational-statistical gaps. We begin by considering
offline sparse parity learning, a supervised classification problem which admits a statistical query
lower bound for gradient-based training of a multilayer perceptron. This lower bound can be inter-

preted as a multi-resource tradeoff frontier: successtul learning can only occur if one is sufficiently
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rich (large model), knowledgeable (large dataset), patient (many training iterations), or lucky (many
random guesses). We show, theoretically and experimentally, that sparse initialization and increasing
network width yield significant improvements in sample efficiency in this setting. Here, width plays
the role of parallel search: it amplifies the probability of finding “lottery ticket” neurons, which
learn sparse features more sample-efficiently. Finally, we show that the synthetic sparse parity task
can be useful as a proxy for real problems requiring axis-aligned feature learning. We demonstrate
improved sample efficiency on tabular classification benchmarks by using wide, sparsely-initialized

MLP models; these networks sometimes outperform tuned random forests.

6.1 INTRODUCTION

Algorithm design in deep learning can appear to be more like “hacking” than an engineering prac-
tice. Numerous architectural choices and training heuristics can affect various performance criteria
and resource costs in unpredictable ways. Moreover, it is understood that these multifarious hy-
perparameters all interact with each other; as a result, the task of finding the “best” deep learning
algorithm for a particular scenario is foremost empirically-driven. When this delicate balance of
considerations is achieved (i.e. when deep learning works well), learning is enabled by phenomena
which cannot be explained by statistics or optimization in isolation. It is natural to ask: zs this betero-
geneity of methods and mechanisms necessary?

This work studies a single synthetic binary classification task in which the above complications
are recognizable, and, in fact, provable. This is the problem of offline (i.e. small-sample) sparse parity
learning: identify a k-way multiplicative interaction between 7 Boolean variables, given 7 random
examples. We begin by interpreting the standard statistical query lower bound for this problem as a
multi-resource tradeoff frontier for deep learning, balancing between the heterogeneous resources of

dataset size, network size, number of iterations, and success probability. We show that in different
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Figure 6.1: “More data or larger network?” Effects of jointly scaling the dataset and model sizes, for 2-layer MLPs
trained to learn sparse parities. Left: A success frontier, where the computational challenge of feature learning can be
surmounted by increasing sample size or model size. Each point shows the percentage of successful training runs (out
of 50 trials) for each (dataset size mz, width 7); (\/) denotes 100% successful trials. Right: 10 example training curves
(gray = training error; colored = test error) for each of the boxed (m, r) pairs. See main text and Section 6.4 for further

details.

regimes of simultaneous resource constraints (data, parallel computation, sequential computation,
and random trials), the standard algorithmic choices in deep learning can succeed by diverse and

entangled mechanisms. Specifically, our contributions are as follows:

MULTI-RESOURCE LOWER AND UPPER BOUNDS.  We formulate a “data x width x time X luck”
lower bound for offline sparse parity learning with feedforward neural nets (Theorem 6.3). This bar-
rier arises from the classic statistical query (SQ) lower bound for this problem. We show that under
different resource constraints, the tractability of learning can be “bought” with varied mixtures of
these resources. In particular, in Theorems 6.4 and 6.5 we prove that by tuning the width and ini-
tialization scheme, we can populate this frontier with a spectrum of successful models ranging from
narrow networks requiring many training samples to sample-efficient networks requiring many neu-

rons, as summarized by the following informal theorem statement:

Informal Theorem 6.1. Consider the problem of learning (1, k)-parities from 2 i.i.d. samples with
a 2-layer width-» ReLU MLP, whose first-layer neurons are initialized with sparsity s. After O,(1)

steps of gradient descent, the k relevant coordinates are identified with probability 0.99 when (1)
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s> Qk),r = O((n/s)*) and m = O(n*(s/k)*1),and when (2)s < k,» = ©((n/k)’) and
m = O((n/k)F—1).

Intuitively, this analysis reveals a feature learning mechanism by which overparameterization (i.e.
large network width) plays a role of parallel search over randomized subnetworks. Each individual
hidden-layer neuron has its own sample complexity for identifying the relevant coordinates, based
on its Fourier gap (Barak et al,, 2022) at initialization. Trained with parallel gradient updates, the full
network implicitly acts as an ensemble model over these neurons, whose overall sample complexity is
determined by the “winning lottery tickets” (Frankle & Carbin, 2018) (i.e. the lucky neurons initial-
ized to have the lowest sample complexity). This departs significantly from the neural tangent kernel
(Jacot et al,, 2018) regime of function approximation with wide networks, in which overparameteri-

zation removes data-dependent feature selection (rather than parallelizing it across subnetworks).

EMPIRICAL STUDY OF NEURAL NETS’ STATISTICAL THRESHOLDS FOR SPARSE PARITY LEARN-
ING.  We corroborate the theoretical analysis with a systematic empirical study of offline sparse
parity learning using SGD on MLPs, demonstrating some of the (perhaps) counterintuitive effects
of width, data, and initialization. For example, Figure 6.1 highlights our empirical investigation into
the interactions between data, width, and success probability. The left figure shows the fractions of
successful training runs as a function of dataset size (x-axis) and width (y-axis). Roughly, we see a
“success frontier”, where having a larger width can be traded off with smaller sample sizes. The right
figure depicts some training curves (for various widths and sample sizes). Grokking (Power et al.,
2021; Liu et al., 2023) (discontinuous and delayed generalization behavior induced by optimization

dynamics) is evident in some of these figures.

“PARITY2REAL” TRANSFER OF ALGORITHMIC IMPROVEMENTS. Itis often observed that deep

learning methods underperform tree-based methods (e.g. random forests) on tabular datasets, par-
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ticularly those where the target function depends on a few of the input features in a potentially non-
smooth manner; see Grinsztajn et al. (2022) for a recent discussion. Motivated by our findings in
the synthetic parity setting (and the observation that the sparse parity task possesses a number of the
same properties of these problematic real-world datasets), we then turn to experimentally determine
the extent to which our findings also hold for real tabular data. We evaluate MLPs of various depths
and initialization sparsities on 16 tabular classification tasks, which were standardized by Grinsztajn
etal. (2022) to compare neural vs. tree-based methods. Figure 6.3 shows that wider networks and
sparse initialization yield improved performance, as in the parity setting. In some cases, our MLPs

outperform tuned random forests.

6.1.1 Related work

In the nascent empirical science of large-scale deep learning, scaling laws (Kaplan et al., 2020; Hoft-
mann et al., 2022) have been shown to extrapolate model performance with remarkable consistency,
revealing flexible tradeofts and Pareto frontiers between the heterogeneous resources of data and
computation. The present work reveals that in the simple synthetic setting of parity learning, the
same intricacies can be studied theoretically and experimentally. In particular, viewing model size x
training itevations X random restarts as a single “totral FLOPs” resource, our study explains why data

X compute can be a necessary and sufficient resource, through the lens of SQ complexity.

ANALYSES OF DEEP FEATURE LEARNING.  Formally characterizing the representation learning
mechanisms of neural networks is a core research program of deep learning theory. Many recent
works have analyzed gradient-based feature learning (Wei et al., 2019a; Barak et al., 2022; Zhenmei
etal., 20225 Abbe et al., 2022a; Damian et al., 2022; Telgarsky, 2022), escaping the “lazy” neural
tangent kernel (NTK) regime (Jacot et al., 2018; Chizat et al., 2019), in which features are fixed at

initialization.
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LEARNING PARITIES WITH NEURAL NETWORKS. The XOR function has been studied as an ele-
mentary challenging example since the dawn of artificial neural networks (Minsky & Papert, 1969),
and has been revisited at various times: e.g. neural cryptography (Rosen-Zvi et al., 2002); learn-

ing interactions via hints in the input distribution (Daniely & Malach, 2020); a hard case for self-
attention architectures (Hahn, 2020). Closest to this work, Barak et al. (2022) find that in the case
of online (infinite-data) parity learning, SGD provides a feature learning signal for a single neuron,
and can thus converge at a near-optimal computational rate for non-overparameterized networks.
They note computational-statistical tradeofts and grokking in the offline setting, which we address
systematically. Merrill et al. (2023) examine the same problem setting empirically, investigating a
mechanism of competing sparse and dense sub-networks. Abbe et al. (2023) provide evidence that
the time complexity required by an MLP to learn an arbitrary sparse Boolean function is governed
by the largest “leap” in the stazrcase of its monomials, each of which is a sparse parity. Telgarsky
(2022) gives a margin-based analysis of gradient flow on a two-layer neural network that achieves

improved sample complexity (O(z/¢)) for the 2-sparse parity problem, at the cost of exponential

width.

NEURAL NETS AND AXIS-ALIGNED TABULAR DATA. Decision tree ensembles such as random
forests (Breiman, 2001) and XGBoost (Chen & Guestrin, 2016) remain more popular among prac-
titioners than neural networks on tabular data (Kaggle, 2021), despite many recent attempts to de-
sign specialized deep learning methods (Borisov et al., 2022). Some of these employ sparse networks
(Yang et al., 2022b; Lutz et al., 2022) similar to those considered in our theory and experiments.

We refer the reader to Appendix C.1 for additional related work.
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6.2 BACKGROUND

6.2.1  Darities, and parity learning algorithms

A light bulb is controlled by £ out of 7 binary switches; each of the £ influential switches can toggle
the light bulb’s state from any configuration. The task in parity learning is to identify the subset of &
important switches, given access to 7 i.i.d. uniform samples of the state of all  switches. Formally,
foranyl < k < nandS C [n] such that |S| = &, the parity function y, : {£1}” — =%lis
defined as yo(x1:2) := [[,cg%:." The (n, k)-parity learning problem is to identify S from samples
(x ~ Unif({£1}",y = yx4(x))); i.e. output a classifier with 100% accuracy on this distribution,
without prior knowledge of S.

This problem has a rich history in theoretical computer science, information theory, and cryp-

tography. There are several pertinent ways to think about the fundamental role of parity learning:

(i) Monomial basis elements: A £-sparse parity is a degree-k monomial, and thus the analogue
of a Fourier coefficient with “frequency” £ in the harmonic analysis of Boolean functions
(O’Donnell, 2014). Parities form an important basis for polynomial learning algorithms (e.g.

Andoni et al. (2014)).

(i) Computational hardness: There is a widely conjectured computational-statistical gap tor
this problem (Applebaum et al., 2009, 2010), which has been proven in restricted models
such as SQ (Kearns, 1998) and streaming (Kol et al., 2017) algorithms. The statistical limit is
O (log(number of possibilities for §)) = ©(klog#) samples, but the amount of computa-
tion needed (for an algorithm that can tolerate an O(1) fraction of noise) is believed to scale
as Q(n*) for some constant ¢ > 0 - i.e., there is no significant improvement over trying all

subsets.

*Equivalently, parity can be represented as a function of abitstring4 €  {0,1}”, which computes the
XOR of the influential subset of indices S: y4(b1.,) := Diesb:.
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(iii) Feature learning: This setting captures the learning of a concept which depends jointly
on multiple attributes of the inputs, where the lower-order interactions (i.e. correlations
with degree-k’ <k parities) give no information about S. Intuitively, samples from the
sparse parity distribution look like random noise until the learner has identified the sparse
interaction. This notion of feature learning complexity is also captured by the more general

information exponent (Arous et al., 202.1).

6.2.2  Notation for neural networks

For single-output regression, a 2-layer multi-layer perceptron (MLP) is a function class, parameter-

ized by a matrix W € R™”, vectors v, & € R” and scalar 8 € R, defined by

Jixr o o(Wx+b)+6,

where ¢ is an activation function, usually a scalar function applied identically to each input. For
rows w; of W, the intermediate variables o:(w; x + ;) are thought of as hidden layer activations or

neurons. The number of parallel neurons is often called the width.

6.3 THEORY

In this section we theoretically study the interactions between data, width, time, and luck on the
sparse parity problem. We begin by rehashing Statistical Query (SQ) lower bounds for parity learn-
ing in the context of gradient-based optimization, showing that without sufficient resources sparse
parities cannot be learned. Then, we prove upper bounds showing that parity learning is possible
with correctly scaling either width (keeping sample size small), sample size (keeping width small), or

a mixture of the two.
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STATISTICAL QUERY ALGORITHMS. A seminal work by Kearns (1998) introduced the statistical
query (SQ) algorithm framework, which provides a means of analyzing noise-tolerant algorithms.
Unlike traditional learning algorithms, SQ algorithms lack access to individual examples but can in-
stead make queries to an SQ oracle, which responds with noisy estimates of the queries over the pop-
ulation. Notably, many common learning algorithms, including noisy variants of gradient descent,
can be implemented within this framework. While SQ learning offers robust guarantees for learn-
ing in the presence of noise, there exist certain problems that are learnable from examples but not
efficiently learnable from statistical queries (Blum et al., 1994, 2003). One notable example of such
a problem is the parity learning problem, which possesses an SQ lower bound. This lower bound
can be leveraged to demonstrate the computational hardness of learning parities with gradient-based

algorithms (e.g., Shalev-Shwartz et al. (2017)).

6.3.1  Lower bound: a multi-resource hardness frontier

We show a version of the SQ lower bound in this section. Assume we optimize some model by,
where € R’ (i.e., 7 parameters). Let £ be some loss function satisfying: £'(3, y) = —y + £o(9); for
example, one can choose €5 (7, y) = 3 (y — 7)*. Fix some hypothesis b, target £, a sample S C {+1}”
and distribution D over {£1}". We denote the empirical loss by Ls (b, f) = |§T > xes Lh(x),Ax))
and the population loss by Lp (b, f) := Exp [£(h(x), A%))].

We consider SGD updates of the form:

b1 =0 —5,(Vs(Ls, (b, /) + R(8)) + &),

for some sample S, step size 7,, regularizer R(-), and adversarial noise £, € [—7, 7]". For normaliza-
tion, we assume that || Vhy(x)||,, < 1forall fandx € X.

Denote by 0 the constant function, mapping all inputs to 0. Let 8} be the following trajectory of
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SGD that is independent of the target. Define ) recursively s.t. §; = 6, and
851 =0, — 7,V6 (Lp (b, 0) + R(8)))

Assumption 6.2 (Bounded error for gradient estimator). For all z, suppose that
|V Ls,(hg:,0) = VLp(hg:, 0)|| < 7/2.

Remark: fm = O(1/7%)," Assumption 6.2 is satisfied w.h.p. for: 1) S, ~ D” (“online” SGD),
2) S, = StorsomeS ~ D” (“offline” GD) and 3) S; is a batch of size 7 sampled uniformly at
random from S, where S ~ DM and M > m (“offline” SGD). Indeed, in all these cases we have
Es, [VLSI (b, O)] = VLp(hg,0), and the above follows from standard concentration bounds.

The lower bound in this section uses standard statistical query arguments to show that gradient-
based algorithms, without sufficient resources, will fail to learn (n, k)-parities. We therefore start by

stating the four types of resources that impact learnability:
* The number of parameters r — equivalently, the number of parallel “queries”.

* The number of gradient updates T - i.e. the serial running time of the training algorithm.

* The gradient precision T - i.e. how close the empirical gradient is to the population gradient.

As discussed above, O(1/7%) samples suffice to obtain such an estimator.

The probability of success .

The following theorem ties these four resources together, showing that without a sufficient alloca-

tion of these resources, gradient descent will fail to learn:

*We use the notation O to hide logarithmic factors.
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Proposition 6.3. Assume that 0 is randomly drawn from some distribution. For every r, T, d,7 > 0,
if T% < 3 (3), then there exists some (n, k)-parity s.t. with probability at least 1 — 8 over the choice of

O, the first T iterates of SGD are statistically independent of the target function.

The proof follows standard SQ lower bound arguments (Kearns, 1998; Feldman, 2008), and
for completeness is given in Appendix C.2. The core idea of the proof is the observation that any
gradient step has very little correlation (roughly 7 ~*) with most sparse-parity functions, and so there
exists a parity function that has small correlation with all steps. In this case, the noise can force the
gradient iterates to follow the trajectory &}, . . ., @7, which is independent of the true target. We note
that, while the focus of this paper is on sparse parities, similar analysis applies for a broader class of
functions that are characterized by large SQ dimension (see Blum et al. (1994)).

Observe that there are various ways for an algorithm to escape the lower bound of Theorem 6.3.
We can scale a single resource with (Z) , keeping the rest small, e.g. by training a network of size nk,
or using a sample size of size nk. Crucially, we note the possibility of 7nterpolating between these
extremes: one can spread this homogenized “cost” across multiple resources, by (e.g.) training a

k)2

network of size %/ < using nk/? samples. In the next section, we show how neural networks can be

tailored to solve the task in these interpolated resource scaling regimes.

6.3.2 Upper bounds: many ways to trade off the terms

As a warmup, we discuss some simple SQ algorithms that succeed in learning parities by properly
scaling the different resources. First, consider deterministic exhaustive search, which computes the
error of all possible (7, k)-parities, choosing the one with smallest error. This can be done with con-
stant 7 (thus, sample complexity logarithmic in 7), but takes 7= ©(x¥) time. Since querying differ-
ent parities can be done in parallel, we can reduce the number of steps 7"by increasing the number

of parallel queries 7. Alternatively, it is possible to query only a randomly selected subset of parities,
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which reduces the overall number of queries but increases the probability of failure.

The above algorithms give a rough understanding of the frontier of algorithms that succeed at
learning parities. However, at first glance, they do not seem to reflect algorithms used in deep learn-
ing, and are specialized to the parity problem. In this section, we will explore the ability of neural
networks to achieve similar tradeoffs between the different resources. In particular, we focus on
the interaction between sample complexity and network size, establishing learning guarantees with
interpolatable mixtures of these resources.

Before introducing our main positive theoretical results, we discuss some prior theoretical results
on learning with neural networks, and their limitations in the context of learning parities. Positive
results on learning with neural networks can generally be classified into two categories: those that
reduce the problem to convex learning of linear predictors over a predefined set of features (e.g. the
NTK), and those that involve neural networks departing from the kernel regime by modifying the

fixed features of the initialization, known as the feature learning regime.

KERNEL REGIME.  When neural networks trained with gradient descent stay close to their initial
weights, optimization behaves like kernel regression on the neural tangent kernel (Jacot et al,, 2018;
Du etal., 2018): the resulting function is approximately of the form x — (¥(x), w), where

is a data-independent infinite-dimensional embedding of the input, and w is some weighting of
the features. However, it has been shown that the NTK (more generally, any fixed kernel) cannot
achieve low £ error on the (7, k)-parity problem, unless the sample complexity grows as Q (1)
(see Kamath et al. (2020)). Thus, no matter how we scale the network size or training time, neural
networks trained in the NTK regime cannot learn parities with low sample complexity, and thus do

not enjoy the flexibility of resource allocation discussed above.
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FEATURE LEARNING REGIME.  Due to the limitation of neural networks trained in the kernel
regime, some works study learning in the “rich” regime, quantifying how hidden-layer features
adapt to the data. Among these, Barak et al. (2022) analyze a feature learning mechanism requiring
exceptionally small network width: SGD on 2-layer MLPs can solve the online sparse parity learning
problem with network width independent of n (dependent only on k), at the expense of requiring

a suboptimal (=~ #*) number of examples. This mechanism is Fourier gap amplification, by which
SGD through a single neuron o(w' x) can perform feature selection in this setting, via exploiting a
small gap between the relevant and irrelevant coordinates in the population gradient. The proof of
Theorem 6.4 below relies on a similar analysis, extended to the offline regime (i.e., multiple passes

over a dataset of limited size).

“DATA X MODEL SIZE” SUCCESS FRONTIER FOR SPARSELY-INITIALIZED MLPs

In this section, we analyze a 2-layer MLP with ReLU (s(x) = max(0, x)) activation, trained with

batch (“offline”) gradient-descent over a sample S with £,-regularized updates”:
264 _ (12 20160 _ OV 1g(h0)

We allow learning rates 7, and weight decay coefficients A to differ between layers and iterations.

For simplicity, we analyze the case where no additional noise is added to each update; however, we
believe that similar results can be obtained in the noisy case (e.g., using the techniques in Feldman
et al. (2017)). Finally, we focus on ReLU networks with s-sparse initialization of the first layer: every
weight w; has s randomly chosen coordinates set to 1, and the rest set to 0. Note that after initializa-
tion, all of the network’s weights are allowed to move, so sparsity is not necessarily preserved during

training.

*For simplicity, we do not assume adversarial noise in the gradients as in the lower bound. However,
similar results can be shown under bounded noise.
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OVER-SPARSE INITIALIZATION (s > Q(k)). The following theorem demonstrates a “datax
width” success frontier when learning (7, k)-parities with sparsely initialized ReLU MLPs at sparsity

levelss > Q().

Theorem 6.4. Let k be an even integer, and ¢ € (0,1/2). Assume that n > Q(1/¢*). For constants
a1, €2, ¢3, ¢4 depending only on k, choose the following: (1) sparsity level: s > c¢1 /€%, for some odd. s, (2)
width of the network: r = ¢ (n/s)%, (3)sample size: m > ¢3(s/k)*~1n*log n, and (4) number of
iterations: T > ¢4/ Then, for every (n, k)-parity distribution D, with probability at least 0.99
over the random samples and initialization, gradient descent with these parameter settings returns a

Sfunction brs.t. Lp(br) < e

Intuitively, by varying the sparsity parameter in Theorem 6.4, we obtain a family of algorithms
which smoothly interpolate between the small-data/large-width and large-data/small-width regimes
of tractability. First, consider a sparsity level linear in 7 (i.e. s = « - ). In this case, a small network
(with width » independent of the input dimension) is sufficient for solving the problem, but the
sample size must be large (Q(#¥1)) for successful learning; this recovers the result of Barak et al.
(2022). At the other extreme, if the sparsity is independent of 7, the sample complexity grows only
as O(n* log n)", but the requisite width becomes Q(r%).

Proof sketch. The proof of Theorem 6.4 relies on establishing a Fourier anti-concentration condi-
tion, separating the relevant (i.e. indices in S) and irrelevant weights in the initial population gradi-
ent, similarly as the main result in Barak et al. (2022). When we initialize an s-sparse neuron, there
is a probability of > (s/7)* that the subset of activated weights contains the “correct” subset S. In
this case, to detect the subset S via the Fourier gap, it is sufficient to observe sF1 examples instead

of n*~1. Initializing the neurons more sparsely makes it less probable to draw a Zucky neuron, but

*We note that the additional 72 factor in the sample complexity can be removed if we apply gradient
truncation, thus allowing only a logarithmic dependence on # in the small-sample case.
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once we draw a lucky neuron, it requires fewer samples to find the right features. Thus, increasing

the width reduces overall sample complexity, by sampling a large number of “lottery tickets”.

UNDER-SPARSE INITIALIZATION (s < k).  The sparsity parameter can modulate similar data vs.
width tradeofts for feature learning in the “under-sparse” regime. We provide a partial analysis for
this more challenging case, showing that one step of gradient descent can recover a correct subnet-
work. Appendix C.2.3 discusses the mathematical obstructions towards obtaining an end-to-end

guarantee of global convergence.

Theorem 6.5. Foreven k, s, sparsity level s < k, network width r = O((n/k)’), and e-perturbed” s-
sparse random initialization scheme s.t. for every (n, k)-parity distribution D, with probability at least
0.99 over the choice of sample and initialization after one step of batch gradient descent (with gradient
dipping) with sample size m = O((n/k)* 1) and appropriate learning rate, there is a subnetwork

in the ReLU MLP that approximately computes the parity function.

Here, the sample complexity can be improved by a factor of 7, at the cost of requiring the width
to be 7* times larger. The proof of Theorem 6.5 relies on a novel analysis of improved Fourier gaps
with “partial progress”: intuitively, if a neuron is randomly initialized with a subset of the relevant
indices S, it only needs to identify £—s more coordinates, inheriting the improved sample complexity
for the (7 — s, k — s)-parity problem. Note that the probability of finding such a lucky neuron scales

as (n/k)™*, which governs how wide (number of lottery tickets) the network needs to be.

REMARKS ON THE EXACT-SPARSITY REGIME.  Our theoretical analyses do not extend straightfor-

wardly to the case of s = © (k). Observe that if the value of & is known, initializing a network of size

“For ease of analysis, we use a close variant of the sparse initialization scheme: 5 coordinates out of the 7
coordinates are chosen randomly and set to 1, and the rest of the coordinates are set to ¢ < (2—s) . Without
the small norm dense component in the initialization, the population gradient will be o at initialization.
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r= O (nk ) with sparsity s = k gives w.h.p. a subnetwork with good first-layer features at initial-
ization. We believe that with a proper choice of regularization and training scheme, it is possible to
show that such a network learns to select this subnetwork with low sample complexity. We leave the

exact details of this construction and end-to-end proofs for future work.

ANALOGOUS RESULTS FOR DENSE INITIALIZATION SCHEMES?  We believe that the principle

of “parallel search with randomized per-subnetwork sample complexities” extends to other initial-
ization schemes (including those more commonly used in practice), and leads to analogous suc-

cess frontiers. To support this, our experiments investigate both sparse and uniform initialization,
with qualitatively similar findings. For dense initializations, the mathematical challenge lies in an-
alyzing the Fourier anti-concentration of general halfspaces (see the discussion and experiments in
Appendix C.1 of (Barak et al,, 2022)). The axis-aligned inductive biases imparted by sparse initializa-

tion may also be of independent practical interest.

6.4 EXPERIMENTS

A high-level takeaway from Section 5.4 is that when a learning problem is computationally difficult
but statistically easy, a complex frontier of resource tradeoffs can emerge; moreover, it is possible

to interpolate between extremes along this frontier using ubiquitous algorithmic choices in deep
learning, such as overparameterization, random initialization, and weight decay. In this section,

we explore the nature of the frontier with an empirical lens—first with end-to-end sparse parity

learning, then with natural tabular datasets.

6.4.1  Empirical Pareto frontiers for offline sparse parity learning

We launch a large-scale (~200K GPU training runs) exploration of resource tradeofts when train-

ing neural networks to solve the offline sparse parity problem. While Section s.4 analyzes idealized
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Figure 6.2: Zoomed-in views of the interactions between width, data, time, and luck. Left: Locations of these runs in
the larger parameter space. Center: Success probability vs. dataset size. In accordance with our theory, width buys luck,
and improves end-to-end sample efficiency, despite increasing the network’s capacity. Right: Number of iterations to
convergence vs. dataset size. We observe a data vs. time tradeoff in the grokking regime (at the edge of feasibility), as
well as a “sample-wise double descent” performance drop with more data (which can also be seen in Figure 6.1, and
disappears with larger widths). Comparing dense vs. sparse initializations (upper vs. lower plots; sparse inits are colored
more brightly), we see computational and statistical benefits of the sparse initialization scheme from Section 6.3.2.

variants of SGD on MLPs which interpolate along the problem’s resource tradeoff frontier, in this
section we ask whether the same can be observed end-to-end with standard training and regulariza-
tion.

On various instances of the (1, k)-sparse parity learning problem, we train a 2-layer MLP with
identical hyperparameters, varying the network width » € {10, 30,100, ...,10°} and the dataset
size m € {100,200, 300, 600,1000, ..., 10°}. Alongside standard algorithmic choices, we consider
one non-standard augmentation of SGD: the #nder-sparse initialization scheme from Section 6.3.2;
we have proven that these give rise to “lottery ticket” neurons which learn the influential coordinates
more sample-efficiently. Figure 6.1 (in the introduction) and Figure 6.2 illustrate our findings at a

high level; details and additional discussion are in Appendix C.3.1). We list our key findings below:

(r) A “success frontier”: large width can compensate for small datasets. We observe con-

vergence and perfect generalization when m < #*. In such regimes, which are far outside
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the online setting considered by Barak et al. (2022), high-probability sample-efficient learn-
ing is enabled by large width. This can be seen in Figure 6.1 (left), and analogous plots in

Appendix C.3.1.

(2) Width is monotonically beneficial, and buys data, time, and luck. In this setting, increas-
ing the model size yields exclusively positive effects on success probability, sample efficiency,
and the number of serial steps to convergence (see Figure 6.2). This is a striking example
where end-to-end generalization behavior runs opposite to uniform convergence-based upper

bounds, which predict that enlarging the model’s capacity worsens generalization.

(3) Sparse axis-aligned initialization buys data, time, and luck. Used in conjunction with a
wide network, we observe that a sparse, axis-aligned initialization scheme yields strong im-
provements on all of these axes; see Figure 6.2 (bottom row). In smaller hyperparameter
sweeps, we find thats = 2 (i.e. initialize every hidden-layer neuron with a random 2-hot

weight vector) works best.

(4) Intriguing effects of dataset size. As we vary the sample size 72, we note two interesting
phenomena; see Figure 6.2 (right). The first is grokking (Power et al., 202.1), which has been
previously documented in this setting (Barak et al., 20225 Merrill et al,, 2023). This entails
adata vs. time tradeoft: for small 72 where learning is marginally feasible, optimization re-
quires significantly more training iterations 7. Our second observation is a “sample-wise
double descent” (Nakkiran et al., 2021): success probability and convergence times can

worsen with 7ncreasing data. Both of these effects are also evident in Figure 6.1).

LOTTERY TICKET NEURONS.  The above findings are consistent with the viewpoint taken by the
theoretical analysis, where randomly-initialized SGD plays the role of parallel search, and a large

width increases the number of random subnetworks available for this process—in particular, the

86



“winning lottery ticket” neurons, for which feature learning occurs more sample-efficiently. To pro-
vide further evidence that sparse subnetworks are responsible for learning the parities, we perform a

smaller-scale study of network prunability in Appendix C.3.2.

6.4.2 Sample-eflicient deep learning on natural tabular datasets

Sparse parity learning is a toy problem, in that it is defined by an idealized distribution, averting the
ambiguities inherent in reasoning about real-life datasets. However, due to its provable hardness
(Theorem 6.3, as well as the discussion in Section 6.2..1), it is a maximally hard toy problem in a
rigorous sense”. In this section, we perform a preliminary investigation of how the empirical and al-
gorithmic insights gleaned from Section 6.4.1 can be transferred to more realistic learning scenarios.
To this end, we use the benchmark assembled by Grinsztajn et al. (2022), a work which specifi-
cally investigates the performance gap between neural networks and tree-based classifiers (e.g. ran-
dom forests, gradient-boosted trees), and includes a standardized suite of 16 classification bench-
marks with numerical input features. The authors identify three common aspects of tabular' tasks

which present difficulties for neural networks, especially vanilla MLPs:

(i) The feature spaces are not rotationally invariant. In state-of-the-art deep learning, MLPs
are often tasked with function representation in rotation-invariant domains (token embed-

ding spaces, convolutional channels, etc.).

(ii) Many of the features are uninformative. In order to generalize eftectively, especially from a

limited amount of data, it is essential to avoid overfitting to these features.

(iii) There are meaningful high-frequency/non-smooth patterns in the target function.

*Namely, its SQ dimension is equal to the number of hypotheses, which is what leads to Theorem 6.3.
T«Tabular data” refers to the catch-all term for data sources where each coordinate has a distinct semantic
meaning which is consistent across points.
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Figure 6.3: Analogous investigation of MLP width 7 and sparse initialization for real-world tabular datasets (OpenML
benchmarks assembled by Grinsztajn et al. (2022)), varying the dataset size 72 via downsampling. Large width and
sparse initialization tend to improve generalization, in accordance with the theory and experiments for synthetic parity
tasks. In some settings, our best MLPs outperform tuned random forests. Dotted lines denote the test errors reported
by Grinsztajn et al. (2022) of tuned MLPs and RFs on the full datasets. Full results on all 16 tasks are in Appendix C.3.3.

Combined with property (i), decision tree-based methods (which typically split on axis-

aligned features) can appear to have the ideal inductive bias for tabular modalities of data.

Noting that the sparse parity task possesses all three of the above qualities, we conduct a prelimi-
nary investigation on whether our empirical findings in the synthetic case carry over to natural tabu-
lar data. In order to study the impact of algorithmic choices (mainly width and sparse initialization)
on sample efficiency, we create low-data problem instances by subsampling varying fractions of each
dataset for training. Figure 6.3 provides a selection of our results. We note the following empirical

findings, which are the tabular data counterparts of results (2) and (3) in Section 6.4.1:

(2T) Wide networks generalize on small tabular datasets. Like in the synthetic experiments,
width yields nearly monotonic end-to-end benefits for learning. This suggests that the “par-
allel search + pruning” mechanisms analyzed in our paper are also at play in these settings.
In some (but not all) cases, these MLPs perform competitively with tuned tree-based classi-

fiers.

(3T) Sparse axis-aligned initialization sometimes improves end-to-end performance. This
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effect is especially pronounced on datasets which are downsampled to be orders of magni-
tude smaller. We believe that this class of drop-in replacements for standard initialization
merits further investigation, and may contribute to closing the remaining performance gap

between deep learning and tree ensembles on small tabular datasets.

6.5 CONCLUSION

We have presented a theoretical and empirical study of offline sparse parity learning with neural net-
works; this is a provably hard problem which admits a multi-resource lower bound in the SQ model.
We have shown that the lower bound can be surmounted using varied mixtures of these resources,
which correspond to natural algorithmic choices and scaling axes in deep learning. By investigating
how these choices influence the empirical “success frontier” for this hard synthetic problem, we have
arrived at some promising improvements for MLP models of tabular data (namely, large width and
sparse initialization). These preliminary experiments suggest that a more intensive, exhaustive study
of algorithmic improvements for MLPs on tabular data has a chance of reaping significant rewards,

perhaps even surpassing the performance of decision tree ensembles.

BROADER IMPACTS AND LIMITATIONS. The nature of this work is foundational; the aim of
our theoretical and empirical investigations is to contribute to the fundamental understanding of
neural feature learning, and the influences of scaling relevant resources. A key limitation is that our
benchmarks on tabular data are only preliminary; it is a significant and perennial methodological
challenge to devise fair and comprehensive comparisons between neural networks and tree-based

learning paradigms.
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This chapter is based on “Feature Emergence via Margin Maximization:
Case Studies in Algebraic Tasks” (Morwani et al., 2023b), written in col-
laboration with Depen Morwani, Costin-Andrei Oncescu, Rosie Zhao, and

Sham Kakade.

Feature Emergence

Understanding the internal representations learned by neural networks is a cornerstone challenge
in the science of machine learning. While there have been significant recent strides in some cases to-
wards understanding how neural networks implement specific target functions, this paper explores
a complementary question — why do networks arrive at particular computational strategies? Our
inquiry focuses on the algebraic learning tasks of modular addition, sparse parities, and finite group

operations. Our primary theoretical findings analytically characterize the features learned by stylized
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neural networks for these algebraic tasks. Notably, our main technique demonstrates how the prin-
ciple of margin maximization alone can be used to fully specify the features learned by the network.
Specifically, we prove that the trained networks utilize Fourier features to perform modular addition
and employ features corresponding to irreducible group-theoretic representations to perform com-
positions in general groups, aligning closely with the empirical observations of Nanda et al. (2023)
and Chughtai et al. (2023). More generally, we hope our techniques can help to foster a deeper un-

derstanding of why neural networks adopt specific computational strategies.

7.1 INTRODUCTION

Opening the black box of neural networks has the potential to enable safer and more reliable de-
ployments, justifications for model outputs, and clarity on how model behavior will be affected
by changes in the input distribution. The research area of mechanistic interpretability (Olah et al.,
2020; Elhage et al., 20215 Olsson et al., 20225 Elhage et al., 2022) aims to dissect individual trained
neural networks in order to shed light on internal representations, identifying and interpreting sub-
circuits that contribute to the networks’ functional behavior. Mechanistic interpretability analyses
typically leave open the question of why the observed representations arise as a result of training.
Meanwhile, the theoretical literature on inductive biases in neural networks (Soudry et al., 2018;
Shalev-Shwartz & Ben-David, 2014; Vardi, 2023) aims to derive general principles governing which
solutions will be preferred by trained neural networks—in particular, in the presence of underspeci-
fication, where there are many distinct ways a network with a given architecture could perform well
on the training data. Most work on inductive bias in deep learning is motivated by the question of
understanding why networks generalize from their training data to unobserved test data. It can be
non-obvious how to apply the results from this literature to understand what solution will be found

when a particular architecture is trained on a particular type of dataset.
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In this work, we show that the empirical findings of Nanda et al. (2023) and Chughtai et al.
(2023), about the representations found by networks trained to perform finite group operations,
can be analytically explained by the inductive bias of the regularized optimization trajectory towards
margin maximigation. Informally, the network maximizes the margin if it attains a given confi-
dence level on all the points in the dataset, with the smallest total parameter norm possible. Perhaps
surprisingly, the margin maximization property alone — typically used for the study of general-
ization — is sufficient to comprebensively and precisely characterize the richly structured features
that are actually learned by neural networks in these settings. Let’s begin by reviewing the case of
learning modular addition with neural networks, first studied in Power et al. (2021) in their study of

“grokking”.

NANDA ET AL.’S STRIKING OBSERVATIONS.  Nanda et al. (2023) investigated the problem of
how neural networks learn modular addition (using a 1-layer transformer); they consider the prob-
lem of computing 2 + b mod p, where p is a prime number. The findings were unexpected and
intriguing: SGD not only reliably solves this problem (as originally seen in Power et al. (2021)) but
also consistently learns to execute a particular algorithm, as illustrated by the learned embedding
weights in Figure 7.1. This geometric algorithm simplifies the task to composing integer rotations
around a circle .

The algorithm above fundamentally relies on the following identity: forany 2,6 € Z,and

k€ Z, \ {0},
(4 + b) mod p = arg max {cos <27r/e(a—|—b—c)> } .
c€EZp p

*The algorithm identified by Nanda et al. (2023) can be seen as a real-valued implementation of the fol-
lowing procedure: Choose a fixed k. Embed 2z +— Arika oy 2mikb representing rotations by 4 and kb.
Multiply these (i.e. compose the rotations) to obtain A7 *(@+b) Then, foreachc € Zy, multiply by ¢~k
and take the real part to obtain the logit for c. Moreover, averaging the result over neurons with different
frequencies # results in destructive interference when ¢ # & + b, accentuating the correct answer.
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Figure 7.1: (a) Final trained embeddings and their Fourier power spectrum for a 1-hidden layer ReLU network trained on
a mod-71 addition dataset with L, regularization. Each row corresponds to an arbitrary neuron from the trained net-
work. The red dots represent the actual value of the weights, while the light blue interpolation is obtained by finding the
function over the reals with the same Fourier spectrum as the weight vector. (b) Similar plot for 1-hidden layer quadratic
activation, trained with L273 regularization (Section 7.2) (c) For the quadratic activation, the network asymptotically
reaches the maximum L273 margin predicted by our analysis.
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This identity also leads to other natural algorithms (still relying on sinusoidal features) that are gen-
erally implemented by neural networks, as shown in Zhong et al. (2023).

These findings prompt the question: why does the network consistently prefer such Fourier-
based circuits, amidst other potential circuits capable of performing the same modular addition

function?

OuUR CONTRIBUTIONS.

* We formulate general techniques for analytically characterizing the maximum margin solu-

tions for tasks exhibiting symmetry.

* For sufficiently wide one-hidden layer MLPs with quadratic activations, we use these tech-
niques to characterize the structure of the weights of max-margin solutions for certain alge-

braic tasks including modular addition, sparse parities and general group operations.

¢ We empirically validate that neural networks trained using gradient descent with small reg-
ularization approach the maximum margin solution (Theorem 7.1), and the weights of

trained networks match those predicted by our theory (Figure 7.1).

Our theorem for modular addition shows that Fourier features are indeed the global maximum

margin solution:

Informal Theorem (Modular addition). Consider a single hidden layer neural network of width
m with x activations trained on the modular addition task (modulo p). For m > 4(p — 1), any

maximum margin solution for the full population dataset satisfies the following:

* For every neuron, there exists a frequency such that the Fourier spectra of the input and

output weight vectors are supported only on that frequency.
* There exists at least one neuron of each frequency in the network.
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Note that even with this activation function, there are solutions that fit all the data points, but
where the weights do not exhibit any sparsity in Fourier space—see Appendix D.4 for an example
construction. Such solutions, however, have lower margin and thus are not reached by training.

In the case of k-sparse parity learning with an +#-activation network, we show margin maximiza-
tion implies that the weights assigned to all relevant bits are of the same magnitude, and the sign
pattern of the weights satisfies a certain condition.

For learning on the symmetric group (or other groups with real representations), we use the ma-
chinery of representation theory (Kosmann-Schwarzbach et al., 2010) to show that learned features
correspond to the irreducible representations of the group, as observed by Chughtai et al. (2023).

Two closely related works to ours are Gromov (2023) and Bronstein et al. (2022). Gromov
(2023) provides an analytic construction of various two-layer quadratic networks that can solve
the modular addition task. The construction used in the proof of Theorem 7.7 is a special case of
the given scheme. Bronstein et al. (2022) shows that all max margin solutions of a one-hidden-layer
ReLU network (with fixed top weights) trained on read-once DNFs have neurons which align with
clauses. However, their proof technique for characterizing max margin solutions is very different.
For more details, refer to Appendix 5.1.2.

Paper organization: In section 6.1, we delineate our contributions and discuss a few related
works. In section 7.2, we state preliminary definitions. In section 7.3, we sketch our theoretical
methodology, and state general lemmas which will be applied in all three case studies. In sections 7.4,
7.5, and 7.6, we use the above lemmas to characterize the max margin features for the modular ad-
dition, sparse parity and group operation tasks respectively. We discuss and conclude the paper in
section s.5. Further related work, full proofs, hyperparameter choices, and additional experimental

results can be found in the Appendix.
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Single Neuron Neural Network

(ufa] + v[b])* wlc]

One-hot inputs One-hot inputs

Embedding weights Unembedding weights

Figure 7.2: An illustration of an individual neuron ¢({u, v, w},a,b) (left) and the resulting one hidden layer neural
networkf(t?7 a, b) (right) with quadratic activations.

7.2 PRELIMINARIES

In this work, we will consider one-hidden layer neural networks with homogeneous polynomial
activations, such as %, and no biases. The network output for a given input x will be represented as
10, x), where § € © represents the parameters of the neural network. The homogeneity constant of
the network is defined as a constant » such that for any scaling factor 4 > 0, {16, x) = A"f(6, x) for

all inputs x.

In the case of 1-hidden layer networks, f'can be further decomposed as:
fb,x) = 3", @(w;,x), where § = {@1,...,w,}, @ represents an individual neuron within the
network, and w;, € Q denotes the weights from the input to the /M neuron and from the neuron
to the output. § = {wy,...,w,} is said to have directional supporton Q' C Qifforall/ €
{1,...,m},eitherw;, = Oordw; € Q' forsomel;, > 0.In this work, we will be primarily
concerned with networks that have homogeneous neurons, i.e, p(dw;,x) = A2”@(w;, x) for any
scaling constant 1 > 0.

For Sections 7.4 and 7.6 corresponding to cyclic and general finite groups respectively, we will

consider neural networks with quadratic activations (Figure 7.2). A single neuron will be repre-
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sented as o({, v, w}, ¥V, x®) = (#"x® 4 oTx?))2w, where #, v,w € R? are the weights
associated with a neuron and x1), x?) € R are the inputs provided to the network (note that
o({n,v,w},xV x2)) € RY). For these tasks, we setd = |G|, where G refers to either the cyclic
group or a general group. We will also consider the inputs x(1) and x(*) to be one-hot vectors, repre-
senting the group elements being provided as inputs. Thus, for given input elements (4, &), a single
neuron can be simplified as p({, v, w}, 4, ) = (1, + vy)*w, where u, and v; represent the 2 and

b component of # and v respectively. Overall, the network will be given by

m

Ab,a,b) = Z o({ui,vi,w;},a,b),

=1

with 8 = {u;, v;, w; }7, (note that /0,4, b) € R4).

For Section 7.5, we will consider the (7, k)-sparse parity problem, where the parity is computed
on £ bits out of 7. For this task, we will consider a neural network with the activation function x*.
A single neuron within the neural network will be represented as @({#, w},x) = (" x)*w, where
# € R”, w € R? are the weights associated with a neuron and x € R” is the input provided to the

network. The overall network will represented as

m

f(‘9> x) = Z @({”l‘a wl'}ax)a

=1

where 6 = {u;, w;}7 .
For any vector vand & > 1, ||v||; represents (3 [v;]¥) Y Fora given neural network with param-
eters § = {w;}7,, the L, ;, norm of fis given by [|6]|,, = (312 Hwin’Z)l/b. Here {w,} represents

the concatenated vector of parameters corresponding to a single neuron.
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7.3 THEORETICAL APPROACH

Suppose we have a dataset D C X' x Y, anorm || - || and a class of parameterized functions {f(4, -) |
6 € RV}, wheref : RV x X — RYand® = {||§|| < 1}. We define the margin function

g: RVUx X xY —>Ras being, for a given datapoint (x, y) € D,

g(97 xv.y) :ﬂ97 x) b’] _y,elg]a{%}f(&v x) b’l]

Then, the margin of the dataset D is given by » : RY — R defined as

bh(0) = min ¢(6,x,7y).
©) (W)EDg( 7)

Similarly, we define the normalized margin for a given & as b(6/||6]|).

We train using the regularized objective

cz<e>=|; S 16,9, ) + 28l
(

x,y)ED

where /is the cross-entropy loss. Let 8, € arg ming_py £5(6) be a minimum of this objective, and
lety, = h(6,/]/6,||) be the normalized margin of #;. Let y* = maxgece h(6) be the maximum
normalized margin. The following theorem of Wei et al. (2019b) states that, when using vanishingly

small regularization 1, the normalized margin of global optimizers of £; converges to *.

Theorem 7.1 (Wei et al. (2019b), Theorem 4.1). For any norm || - ||, a fixed r > 0 and any homoge-

neous function f with homogeneity constant v > 0, if y* > 0, then limy_,o y, = "

This provides the motivation behind studying maximum margin classifiers as a proxy for under-
standing the global minimizers of £; as A — 0. Henceforth, we will focus on characterizing the

maximum margin solution: ©* := arg max,_g 5(9).
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Note that the maximum margin y* is given by

7" = max min ¢(6:x)

=max min E 0, x,
9€@ ¢geP (D) (x,)~q Lg( y)]

where g represents a distribution over data points in D. The primary approach in this work for

characterizing the maximum margin solution is to exhibit a pair (6, 4*) such that

g" €argmin E  [g(6",x,y)] (7.1)
geP(D) )~q

g cargmax E  [g(6,x,y)] (7.2)
pce  (X))~g*

That is, ¢* is one of the minimizers of the expected margin with respect to & and §* is one of the
maximizers of the expected margin with respect to g*. The lemma below uses the max-min inequal-
ity (Boyd & Vandenberghe, 2004) to show that exhibiting such a pair is sufficient for establishing
that " is indeed 2 maximum margin solution. The proof for the lemma can be found in Appendix

D.s.

Lemma 7.2. Ifa pair (6%, q") satisfies Equations 7.1 and 7.2, then

§* € argmax min g(6,x,y)
pco (xp)eD

In the following subsections, we will describe our approach for finding such a pair for 1-hidden
layer homogeneous neural networks. Furthermore, we will show how exhibiting just a single pair of
the above form can enable us to characterize the set of 2// maximum margin solutions. We start oft

with the case of binary classification, and then extend the techniques to multi-class classification.
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7.3.1  Binary Classification

In the context of binary classification where |))| = 2, the margin function g for a given datapoint
(x,7) € Dis given by
£(8,%,y) = A6, )] — A6, %)Y,

where y # y. For 1-hidden layer neural networks, by linearity of expectation, the expected margin is

given by

E k.xy)l=> E [plenab] - el

(x)~q = )~
where y # yand § = {w,}”,. Since the expected margin of the network decomposes into the sum
of expected margin of individual neurons, finding a maximum expected margin network simplifies
to finding maximum expected margin neurons. Denoting ¥(w, x,7) = @(@,x)[y] — ¢(@,x)['], the

following lemma holds:

Lemma7.3. Let©® = {0 |0, < 1} and ©) = argmax,.g B, )~y [g(0: %, y)|. Similarly, let

Q=A{o:|wll, <1}and Qf = argmax,, E (W@, x, y)|. For binary dassification:

x,y)~q

* Single neuron optimization: Any 6 c @; has directional support only on Q;.

* Combining neurons: If b = v (the homogeneity constant of the network) and oy, ..., w), €
Qy, then for any neuron scaling factors Y A; = 1,1; > 0, we havethat § = {7},

belongs to O,

The proof for the above lemma can be found in Appendix D.s.1.
To find a (6%, %) pair, we will start with a guess for g* (which will be the uniform distribution in
our case as the datasets are symmetric). Then, using the first part of Lemma 7.3, we will find all neu-

rons which can be in the support of §* satisfying Equation 7. for the given ¢*. Finally, for specific
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norms of the form || - ||, we will combine the obtained neurons using the second part of Lemma
7.3 to obtain a #* such that ¢* satisfies Equation 7.1.

We think of (6%, 4*) as a “certificate pair”. By just identifying this single solution, we can charac-
terize the set of #// maximum margin solutions. Denoting spt(g) = {(x,7) € D | g(x,y) > 0}, the

following lemma holds:

Lemma7.4. Let® = {6 : [|0].p < 1}and ©) = argmaxyg E(. ), g8, x,9)]. Similarly,
let Q = A{w : [0, < 1}and O = argmax o B,y [V(@,x,y)]. Forthe task of binary

dlassification, if there exists {0, q* } satisfying Equation 7.1 and 7.z, then any

6 € argmax min 9, x,
gm (W)EDg( 7)

satisfies the following:

* 8 bas directional support only on Q.

o Forany (x,y) € spt(q*), f8,%,9) — A6, %,9) = y*, wherey # y; i.c, all points in the support

of g* are “on the margin” for any maximum margin solution.

The proof for the above lemma can be found in Appendix D.5.1.
Thus, we can say that the neurons found by Lemma 7.3 are indeed the exhaustive set of neurons
for any maximum margin network. Moreover, any maximum margin solution will have the support

of g* on the margin.
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7.3.2 Multi-Class Classification

The modular addition and general finite group tasks are multi-class classification problems. For

multi-class classification, the margin function g for a given datapoint (x, y) € D is given by

g6.55) =f8.5b] — max 8.9V,

For 1-hidden layer networks, the expected margin is given by

m

E [¢(6,x,9)]= E ng(a)l, —  max Z¢ Wiy X ,

(x9)~q ()~ | YENDY T
Here, due to the max operation, we cannot swap the summation and expectation, and thus the
expected margin of the network does not decompose into the expected margins of the neurons as it
did in the binary classification case.
To circumvent this issue, we will introduce the notion of dlass-weighted margin. Consider some
7: D — A()Y) that assigns a weighting of incorrect labels to every datapoint. For any (x, y) € D, let

7 satisfy the properties that Zy, N} z(x,y)[y/) = 1and 7(x,)[y/] > 0forally’ € Y. Using this,

we define the class-weighted margin ¢’ for a given datapoint (x, y) € Das

g@xy) =000 — Y =) A8
YEN D}

Note that ¢/ (6, x,y) > g(8,x,7) as ¢’ replaces the max by a weighted sum. Moreover, by linearity

of expectation we can say that

m

E Lg"(ﬁaxay)]zz( E @b~ Y =)l a)b]|,

(xy)~q = (0)~g yeW{}
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Denoting ¢/ (w,x,y) = @(w,x)[y] — > 7(x,9)[Y]p(@,x)])'], a result analogous to
VSNV,
Lemma 7.3 holds for the class-weighted margin (proof can be found in Appendix D.s5.2):

Lemma7.s. Let® = {0 ||0]|, < 1} and O} = argmax,.q E(, ), [ (6, %, 9)]. Similarly, let

Q={w: ||loll, <1} and Q) = argmax, .o E. )~y [V (@, %,9)]. Then:
* Single neuron optimization: Any 6 € O has directional support only on Q.

* Combining neurons: If b = vand oy, ...,w,, € QF, then for any neuron scaling factors

>4 =1,2; > 0, we have that § = {0} } [, belongs to ©.

The above lemma helps us characterize @;* for a given distribution 4. Thus, applying it to a given

q*, we can find

g cargmax E [ (6,x,9)]. (7.3)
6eO (x,)/)wq*

To further ensure that & also satisfies the corresponding equation for g (i.e., Equation 7.2) we

will consider the following condition:

C.1 Forany (x,y) € spt(g*), it holds that ¢’ (6%, x,7) = g(&",x,y). This translates to any label

with non-zero weight being one of the incorrect labels where fis maximized: {¢ € Y\ {y} :

7(x,9)[¢] > 0} C argmax f{6*, x)[¢].
eEV\{r}

The main lemma used for finding the maximum margin solutions for multi-class classification is

stated below:

Lemma7.6. Let® = {6 : [|0]|, < 1} and O = argmax, g E(, ), (¢ (6,5, y)]. Similarly,
let Q@ = {w : [lo]l, < 1}and QF = arigmax, o By~ [V (@,%,9)]. If3{6", 47} satisfying

Equations 7.1 and 7.3, and C.1 holds, then:
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9*

Figure 7.3: A schematic illustration of the relation between class-weighted margingJ and maximum margin g.

s §F e argmaxgegg(ﬁ, x,7)
* Anyf € arg MaXye g Min(y)ep g(6; %, y) satisfies the following:

— 8 bas directional support only on Q.;**

— Forany (x,y) € spt(q*), A6, %,y) — Maxy e\ () Ab,x,9) = o, ie all points in the

support of g* are on the margin for any maximum margin solution.

The first part of the above lemma follows from the fact that ¢/(6, x,y) > g(6, x, y). Thus, any
maximizer of ¢’ satisfying ¢/ = gis also a maximizer of g (See Figure 7.3). The second part states
that the neurons found using Lemma 7.5 are indeed the exhaustive set of neurons for any maximum
margin network. Moreover, any maximum margin solution has the support of g* on margin. The
proof for the lemma can be found in Appendix D.s.2.

Overall, to find a (6", ¢*) pair, we will start with a guess of ¢* (which will be uniform in our case
as the datasets are symmetric) and a guess of the weighing 7 (which will be uniform for the modular
addition case). Then, using the first part of Lemma 7.5, we will find all neurons which can be in the
support of §" satisfying Equation 7.3 for the given 4*. Finally, for specific norms of the form || - ||,,,
we will combine the obtained neurons using the second part of Lemma 7.5 to obtain a §* such that

it satisfies C.1 and 4™ satisfies Equation 7.1. Thus, we will primarily focus on maximum margin
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with respect to L, , norm in this work.

7.3.3  Blueprint for the case studies

In each case study, we want to find a certificate pair: a network * and a distribution on the input
data points ¢*, such that Equation 7.1 and 7.2 are satisfied. Informally, these are the main steps

involved in the proof approach:

1. As the datasets we considered are symmetric, we consider 4* to be uniformly distributed on

the input data points.

2. Using the Single neuron optimization part of Lemma 7.5, we find all neurons that max-
imize the expected class-weighted margin. Only these neurons can be part of a network §*

satisfying Equation 7.3.

3. Using the Combining neurons part of Lemma 7.5, we combine the above neurons into a

network &* such that

(a) Allinput points are on the margin, i.e, ¢* satisfies Equation 7.1.

(b) The class-weighted margin is equal to the maximum margin, i.e, &" satisfies C.1.

Then, using Lemma 7.6, we can say that the network #* maximizes the margin.

7-4 CycLIC GROUPS (MODULAR ADDITION)

Foraprimep > 2, let Z, denote the cyclic group on p elements. For a function f : Z, — C, the

discrete Fourier transform of fat a frequencyj € ZP is defined as

A7) = flk) exp(—27 - jk/p).

k€T,
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Figure 7.4: The maximum normalized power of the embedding vector of a neuron is given by max; |£¢[z] |2/(Z |it[]] |2)
where Zt[z} represents the Pl component of the Fourier transform of #. (a) Initially, the maximum power is randomly
distributed. (b) For 1-hidden layer ReLU network trained with L, regularization, the final distribution of maximum power
seems to be concentrated around 0.9, meaning neurons are nearly 1-sparse in frequency space but not quite. (c) For
1-hidden layer quadratic network trained with L2’3 regularization, the final maximum power is almost exactly 1 for all
the neurons, so the embeddings are 1-sparse in frequency space, as predicted by the maximum margin analysis.
Note that we can treat a vector v € C? asafunctionv : Ly — C, thereby endowing it with a

Fourier transform. Consider the input space X' := ZP X Zp and output space Y := ZP' Let the

dataset D, := {((a,b),a +b) : a,b € Z,}.

Theorem 7.7. Consider one-hidden layer networks {10, a, b) of the form given in section 7.2 with

m > 4(p — 1) neurons. The maximum Ly 3-margin of such a network on the dataset D, is:

Y I
TN gy

Any network achieving this margin satisfies the following conditions:
1. foreach neuron p({u,v, w};a, b) in the network, there exists a scaling constant A € R and a

Sfrequency { € {1, ... ,PT_I} such that

u(a) = dcos(8, + 27la/p)
v(b) = Acos(G, + 27b/p)

w(c) = Acos(8;, + 27e/p)
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for some phase offsets 9, 0, 6, € Rsatisfying 6, + 0, = 6,

u) v Tw

-1 . .
2. Forevery frequency{ € {1,. .., ‘DT }, at least one nenron in the network uses this frequency.

Proof outline. Following the blueprint described in the previous section, we first prove that neu-
rons of the form above (and only these neurons) maximize the expected class-weighted margin

E, »[¥/(n, v, w)] with respect to the uniform distribution g* = unif(X’). We will use the uniform
class weighting: 7(a, b)[(] := 1/(p — 1) forall¢ # a + b. Asa crucial intermediate step, we prove

that

[y ({1, 0.0}, 4,6)] = 12 S ()il
#0

a,b

Maximizing the above expression subject to the max-margin norm constraint
Zﬁéo (|()[* + [2()]* + |@(7)|*) < 1leads to sparsity in Fourier space.

Then, we describe a network §* (of width 4(p — 1)) composed of such neurons, and that satisfies
Equation 7.1 and condition C.x1. By Lemma 7.6, part (1) of Theorem 7.7 will follow, and & will
be an example of a max-margin network. Finally, in order to show that all frequencies are used, we
introduce the multidimensional discrete Fourier transform. We prove that each neuron only con-
tributes a single frequency to the multi-dimensional DFT of the network; but that second part of
Lemma 7.6 implies that all frequencies are present in the full network’s multidimensional DFT. The

tull proof can be found in Appendix D.6. O

As demonstrated in Figure 5.1 and 7.4, empirical networks trained with gradient descent with
L, 3 regularization approach the theoretical maximum margin, and have single frequency neurons.

Figure D.1 in the Appendix verifies that all frequencies are present in the network.
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Figure 7.5: Final neurons with highest norm and the evolution of normalized L275 margin over training of a 1-hidden
layer quartic network (activation x*) on (10, 4) sparse parity dataset with L, 5 regularization. The network approaches
the theoretical maximum margin that we predict.

7.5 SPARSE PARITY

In this section, we will establish the max margin features that emerge when training a neural net-
work on the sparse parity task. Consider the (7, k)-sparse parity problem, where the parity is com-
puted over # bits out of . To be precise, consider inputs x1, ..., x, € {=£1}. For a given subset

S C [n] such that |S| = £, the parity function is given by ITjegx;.

Theorem 7.8. Consider a single hidden layer neural network of width m with the activation function
given by ¥, e, flx) = S0 (u] %) w;, where u; € R* and w; € R, trained on the (n, k) —sparse
parity task. Without loss of generality, assume that the first coordinate of w; corresponds to the output

ordassy = +1. Denote the vector [1, —1| by b. Provided m > 2%, the L, 411 maximum margin is:
) ) o+ g

V= iy 2(k + 1)= 4D,

Any network achieving this margin satisfies the following conditions:

1. Forevery i having ||u;|| > 0, spt(u;) = S, w; lies in the span of b and Nj € S, |u;[f]| = ||w;]|.
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Figure 7.6: This figure demonstrates the training of a 1-hidden layer quadratic network on the symmetric group S5
with L2,3 regularization. (a) Evolution of the normalized Lz)g margin of the network with training. It approaches the
theoretical maximum margin that we predict. (b) Distribution of neurons spanned by a given representation. Higher
dimensional representations have more neurons as given by our construction. (c) and (d) Maximum normalized power is
given by max; ﬁ[z’]z/(zj #[7]*) where (7] refers to the component of weight vector # spanned by the basis vectors

corresponding to P representation. This is random at initialization, but towards the end of training, all neurons are
concentrated in a single representation, as predicted by maximum margin.

2. Forevery i, (Iesuilj]) (w] &) > 0.

As shown in Figure 7.5, a network trained with gradient descent and L, ;. regularization ex-
hibits these properties, and approaches the theoretically-predicted maximum margin. The proof for

Theorem 7.8 can be found in Appendix D.7.
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7.6 FINITE GROUPS WITH REAL REPRESENTATIONS

We conclude our case study on algebraic tasks by studying group composition on finite groups G.
Namely, here we set X := G x Gand output space Y := G. Given inputsa,b € G we train the
network to predict ¢ = ab. We wish to characterize the maximum margin features similarly to the

case of modular addition; here, our analysis relies on principles from group representation theory.

7.6.1  Brief Background and Notation

The following definitions and notation are essential for stating our main result, and further results
are presented with more rigor in Appendix D.8.

A real representation of a group G is a finite dimensional real vector space ¥ = R? and a group
homomorphism (i.e. a map preserving the group structure) R : G — GL(V). We denote such a
representation by (R, V) or just by R. The dimension of a representation R, denoted dg, is the di-
mension of V. Our analysis focuses on unitary, irreducible, real representations of G. The number
of such representations is precisely equal to the number of conjugacy classes of G where the conju-
gacy classof 2 € Gis defined as C(a) = {gag™' : g € G}.

A quantity important to our analysis is the character of a representation R, denoted y, : G — R
given by y,(¢g) = tr(R(g)). It was previously observed by Chughtai et al. (2023 ) that one-layer
ReLU MLPs and transformers learn the task by mapping inputs «, & to their respective matri-
ces R(a), R(b) for some irreducible representation R and performing matrix multiplication with
R(c™") to output logits proportional to the character yp (abc™") = tr(R(a)R(6)R(c™!)), which is
in particular maximized when ¢ = ab. They also find evidence of network weights being spanned by
representations, which we establish rigorously here.

For each representation R we will consider the | G|-dimensional vectors by fixing one index in the

matrices outputted by R, i.e. vectors (R(g) ;) )¢ec for somez,j € [dg]. For each R, this gives dr*



vectors. Letting K be the number of conjugacy classes and Ry, . .., Rg be the corresponding irre-
ducible representations, since |G| = Ele d% , taking all such vectors for each representation will
form a set of |G| vectors which we will denote g, ..., L] (p, is always the vector corresponding to
the trivial representation). These vectors are in fact orthogonal, which follows from orthogonality
relations of the representation matrix elements R(g),, ;) (see Appendix D.8 for details). Thus, we re-
fer to this set of vectors as basis vectors for RI®l. One can ask whether the maximum margin solution
in this case has neurons which are spanned only by basis vectors corresponding to a single represen-
tation R, and if all representations are present in the network— the analogous result we obtained for

modular addition in Theorem 7.7. We show that this is indeed the case.

7.6.2 The Main Result
Our main result characterizing the max margin features for group composition is as follows.

Theorem 7.9. Consider a single hidden layer neural network of width m with quadratic activa-
tion trained on learning group composition for G with real irreducible representations. Provided
m > 2 Zf:z dr,> and ZnKzz anl‘S;(R” (C) < 0 forevery non-trivial conjugacy class C, the L; 3

MAxXImum margin is:
2 1

VAl (o, )

Any network achieving this margin satisfies the following conditions:

*

v

1. For every neuron, there exists a non-trivial representation such that the input and output weight

vectors are spanned only by that representation.

2. There exists at least one neuron spanned by each representation (except for the trivial represen-

tation) in the network.

The complete proof for Theorem 7.9 can be found in Appendix D.9.



The condition that ZnK:z dr,*’ Xz, (C) < 0 for every non-trivial conjugacy class Cholds for the
symmetric group S up until # = 5. In this case, as shown in Figure 7.6, network weights trained
with gradient descent and L, 3 regularization exhibit similar properties. The maximum margin of
the network approaches what we have predicted in theory. Analogous results for training on S3 and
S4 in Figures D.2 and D.3 are in the Appendix.

Although Theorem 7.9 does not apply to all finite groups with real representations, it can be
extended to apply more generally. The theorem posits that every representation is present in the
network, and every conjugacy class is present on the margin. Instead, for general finite groups, each
neuron still satisfies the characteristics of max margin solutions in that it is only spanned by one
non-trivial representation, but only a subset of representations are present in the network; more-
over, only a subset of conjugacy classes are present on the margin. More details are given in Ap-

pendix D.9.2.

7.7 DiscussioN

We have shown that the simple condition of margin maximization can, in certain algebraic learning
settings, imply very strong conditions on the representations learned by neural networks. The math-
ematical techniques we introduce are general, and may be able to be adapted to other settings than
the ones we consider. Our proof holds for the case of x* activations («* activations, in the k-sparse
parity case) and L, , norm, where » is the homogeneity constant of the network. Empirical findings
suggest that the results may be transferable to other architectures and norms. In general, we think
explaining how neural networks adapt their representations to symmetries and other structure in

data is an important subject for future theoretical and experimental inquiry.



This chapter is based on “The Evolution of Statistical Induction Heads:
In-Context Learning Markov Chains” (Edelman et al., 2024b), written in
collaboration with Ezra Edelman, Surbbi Goel, Eran Malach, and Nikolaos

Tsilivis.

Induction Heads

Large language models have the ability to generate text that mimics patterns in their inputs. We in-
troduce a simple Markov Chain sequence modeling task in order to study how this in-context learn-
ing (ICL) capability emerges. In our setting, each example is sampled from a Markov chain drawn
from a prior distribution over Markov chains. Transformers trained on this task form statistical in-
duction heads which compute accurate next-token probabilities given the bigram statistics of the

context. During the course of training, models pass through multiple phases: after an initial stage
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in which predictions are uniform, they learn to sub-optimally predict using in-context single-token
statistics (unigrams); then, there is a rapid phase transition to the correct in-context bigram solu-
tion. We conduct an empirical and theoretical investigation of this multi-phase process, showing
how successful learning results from the interaction between the transformer’s layers, and uncov-
ering evidence that the presence of the simpler unigram solution may delay formation of the final
bigram solution. We examine how learning is affected by varying the prior distribution over Markov
chains, and consider the generalization of our in-context learning of Markov chains (ICL-MC) task

to n-grams for n > 2.

8.1 INTRODUCTION

Large language models (LLMs) exhibit a remarkable ability to perform zn-context learning (ICL):
learning from patterns in their input context (Brown et al., 2020; Dong et al., 2022). The ability of
LLM:s to adaptively learn from context is profoundly useful, yet the underlying mechanisms of this
emergent capability are not fully understood.

In an effort to better understand ICL, some recent works propose to study ICL in controlled
synthetic settings—in particular, training transformers on mathematically defined tasks which
require learning from the input context. For example, a recent line of works studies the ability
of transformers to perform ICL of standard supervised learning problems such as linear regres-
sion (Garg et al., 20225 Akyiirek et al.,, 20225 Li et al., 2023; Wu et al,, 2023). Studying these well-
understood synthetic learning tasks enables fine-grained control over the data distribution, allows
for comparisons with established supervised learning algorithms, and facilitates the examination
of the in-context “algorithm” implemented by the network. That said, these supervised settings
are reflective specifically of few-shot learning, which is only a special case of the more general phe-

nomenon of networks incorporating patterns from their context into their predictions. A few re-
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Transformer KL-Divergence: 3 Symbols
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Figure 8.1: (left) We train small transformers to perform in-context learning of Markov chains (ICL-MC). Each training
sequence is generated by sampling a transition matrix from a prior distribution, and then sampling a sequence from

this Markov chain. (right) Distance of a transformer’s output distribution to several well-defined strategies over the
course of training on our in-context Markov chain task. The model passes through three stages: (1) predicting a uniform
distribution, (2) predicting based on in-context unigram statistics, (3) predicting based on in-context bigram statistics.
Shading is based on the minimum of the curves.

cent works (Bietti et al,, 2023; Xie et al., 2022) go beyond the case of cleanly separated in-context
inputs and outputs, studying in-context learning on distributions based on discrete stochastic pro-
cesses.

The goal of this work is to propose and analyze a simple synthetic setting for studying ICL. To
achieve this, we consider 7z-gram models (Brown et al., 19925 Shannon, 1948; Chomsky, 1956), one
of the simplest and oldest methods for language modeling. An #-gram language model predicts the
probability of a token based on the preceding » — 1 tokens, using fixed-size chunks (7-grams) of
text data to capture linguistic patterns. Our work studies ICL of 7-gram models, where the net-
work needs to compute the conditional probability of the next token based on the statistics of the
tokens observed in the input context, rather than on the statistics of the entire training data. We
mainly focus on the simple case of # = 2; i.e., bigram models, which can be represented as Markov
chains. We therefore consider ICL of Markov chains (ICL-MC): we train a two layer attention-only
transformer on sequences of tokens, where each sequence is produced by a different Markov chain,

generated using a different transition matrix (see Figure 8.1 (left)).
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By studying ICL-MC, we are able to replicate and study multiple phenomena that have been ob-
served in ICL for LLMs, and identify new ones. We demonstrate our findings using a combination
of empirical observations on transformers trained from scratch on ICL-MC and theoretical analysis

of a simplified linear transformer. Our key findings are summarized below:

* Transformers learn statistical induction heads to optimally solve ICL-MC. Prior work study-
ing ICL in transformers revealed the formation of znduction heads (Elhage et al., 2021), a circuit
that looks for recent occurrence(s) of the current token, and boosts the probabilities of tokens
which followed in the input context. We show that in order to solve ICL-MC, transformers learn
statistical induction heads that are able to compute the correct conditional (posterior) probabil-
ity of the next token given all previous occurrences of the prior token (see the attention patterns
in Figure 8.2). We show that these statistical induction heads lead to the transformers achieving

performance approaching that of the Bayes-optimal predictor.

Transformers learn predictors of increasing complexity and undergo a phase transition
when increasing complexity. We observe that transformers display phase transitions when learn-
ing Markov chains—learning appears to be separated into phases, with fast drops in loss between
the phases. We are able to show that different phases correspond to learning models of increased
complexity—unigrams, then bigrams (see Figure 8.1)—and characterize the transition between
the phases. We also consider the #-gram generalization of our setting where the next token is gen-

erated based on the previous # — 1 tokens.

Simplicity bias may slow down learning. We provide evidence that the model’s inherent bias
towards simpler solutions (in particular, in-context unigrams) causes learning of the optimal solu-
tion to be delayed. Changing the distribution of the in-context examples to remove the usefulness
of in-context unigrams leads to faster convergence, even when evaluated on the original distribu-

tion.
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Attention Patterns
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Figure 8.2: Attention for a fixed input at various time steps in training. These diagrams show where the attention heads
are attending to at each layer. In the second layer, only the last token attention is shown. Tokens on top attend to
tokens below them. Attention starts off uniform, but by the end of training, the layers are clearly acting the same as
the induction head construction. Specifically, in the first layer each token is attending to the previous token. In the
second layer, the current token, a 2, is attending to tokens that followed 2s, allowing bigram statistics to be calculated.
Figure E.5 shows the full attention matrices as heatmaps.

* Alignment of layers is crucial. We show that the transition from a phase of learning the simple-
but-inadequate solution to the complex-and-correct solution happens due to an alignment be-
tween the layers of the model: the learning signal for the first layer is tied to the extent to which

the second layer approaches its correct weights.

* Alternating patterns in positional embeddings. When we train transformers with relative po-
sition embeddings, the theoretical optimization analysis of our simplified model indicates that
along the way to the correct solution, the first layer develops a bias toward looking back an odd
number of tokens, even though only looking back by 1 is clearly useful. We empirically observe

this curious phenomenon in real transformers as well.

8.1.1 Related Work

IN-CONTEXT LEARNING.  Recently, many works have focused on understanding how ICL emerges
in language models. In (Chan et al., 2022), the authors discuss how properties of the data distribu-
tion promote ICL, with a focus on empirical observations. Xie et al. (2022) studies a data model

similar to ours, demonstrating that language models trained on Hidden Markov Models (HMMs)
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can learn in-context HMMs not found in the training data. Abernethy et al. (2023) study the ability
of transformers to segment the context into pairs of examples and labels and provide learning guar-
antees when the labeling is of the form of a sparse function. The work of Bietti et al. (2023) studies
the dynamics of training transformers on a task that is reminiscent of our Markov chain setting but
has additional complexities. Instead of drawing a fresh Markov chain for each sequence, in their task
all sequences are sampled from the same Markov chain; after certain ‘trigger’ tokens, the following
‘output’ token is chosen deterministically within a sequence. Thus, successful prediction requires
incorporating both global bigram statistics and in-context deterministic bigram copying, unlike in
our setting where the patterns computed by statistical induction heads are necessary and sufficient.
As in our work, they identify multiple distinct stages of training and show how multiple top-down
gradient steps lead to a solution.

Other works observe that ICL is possible due to the ability of transformers to implement gradi-
ent descent as a “meta learning” algorithm, and show some evidence that this indeed corresponds to
how transformers learn in-context (Von Oswald et al., 202.3; Dai et al., 2022). The work of Li et al.
(2023) presents a theoretical framework for studying ICL, providing some risk bounds on ICL of
supervised learning algorithms. Guo et al. (2023) construct synthetic in-context learning problems
with a compositional structure, studying the representation capacity of transformers to learn these
problems in-context. In (Hendel et al., 2023), the authors demonstrate that transformers learn to
represent task vectors, providing a mechanistic analysis of ICL in LLMs. Kirsch et al. (2022) view
ICL as a broad meta-learning paradigm, and observe that transformers meta-trained on real image

classification tasks undergo similar phase transitions as the ones we observe in this work.

InpucTiON HEADS.  Elhage et al. (2021) studies the formation of induction heads, sub-components
of transformers that match previous occurrences of the current token, retrieving the token that suc-

ceeds the most recent occurrence. Olsson et al. (2022) studies in-context learning by analyzing the
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formation of induction heads in language models, showing empirical evidence that both large and
small transformers display a phase transition in the ability to learn in-context. Reddy (2023) also
studies the formation of induction heads and their role in ICL, showing empirically that a three
layer network exhibits a sudden formation of induction heads towards solving some ICL problem
of interest. Bietti et al. (2023) study the effect of specific trigger tokens on the formation of induc-

tion heads.

PHASE TRANSITIONS. It has been observed in different contexts that neural networks and lan-
guage models display a sudden drop in loss during their training process. This phase transition is
often related to emergence of new capabilities in the network. The work of (Power et al., 2021) ob-
served the “grokking” phenomena, where the test loss of neural networks sharply drops, long after
the network overfits the training data. (Chen et al., 2023) shows another example of a phase tran-
sition in language model training, where the formation of specific attention mechanisms happen
suddenly in training, causing the loss to quickly drop. Barak et al. (2022) observe that neural net-
works trained on complex learning problems display a phase transition when converging to the cor-
rect solution. Several works (Kumar et al., 2023; Lyu et al,, 2023 ) attribute these phase transitions
to rapid changes in the inductive bias of networks, while Merrill et al. (2023 ) argue that the models
are sparser after the phase change. Schaeffer et al. (2023) warn that phenomena in deep learning that
seem to be discontinuous can actually be understood to evolve continuously once seen through the

right lens.

SimpLICITY B1as.  Various works observed that neural networks have a “simplicity bias”, which
causes them to “prioritize” learning simple patterns first (Arpit et al., 2017; Valle-Perez et al., 2018).
The work of (Kalimeris et al., 2019) shows that SGD learns functions of increased complexity, first

fitting a linear concept to the data before moving to more complex functions. (Shah et al., 2020)
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shows that the simplicity bias of neural networks can sometimes be harmful, causing them to ig-
nore important features of the data. Chen et al. (2023) demonstrate the effect of simplicity bias
on language tasks that require understanding of syntactic structure. Abbe et al. (2023) provide a
theoretical framework for understanding how the simplicity of the target function can govern the
convergence time of SGD, describing how simple partial solutions can speed up learning; in con-
trast, in our setting, the unigram solution appears likely to be a distractor which delays learning of

the correct solution.

CONCURRENT WORKS  In parallel to this work, there have been a number of papers devoted to
the study of similar questions regarding in-context learning or Markov chains: Akyiirek et al. (2024)
empirically compare the ability of different architectures to perform in-context learning of regu-

lar languages. Hoogland et al. (2024) observe similar stage-wise learning behaviors on transformers
trained on language or synthetic linear regression tasks. Makkuva et al. (2024) study the loss land-

scape of transformers trained on sequences sampled from a single Markov Chain.

8.2 SETUP

In this section, we describe our learning problem and present the neural networks that we will use

for learning.

8.2.1 ICL-MC Task

Our learning task consists of Markov Chains with random transition matrices. The goal is to in-
context estimate the transition probabilities from sampled sequences, in order to predict the next
state. Formally, a sample is a Markov Chain with state space § = {1, ..., %4} and a transition matrix
P randomly sampled from some prior distribution, with x; drawn from some other prior distribu-

tion (potentially dependent on P), and the rest of x = (xy, . . ., x,) drawn from the Markov Chain.
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We primarily focus on the case where each row of the matrix is sampled from the Dirichlet distribu-
tion with concentration parameter 2, i.e. P;. ~ Dir(«). We want to learn a predictor that, given
contextx, . . . , X, predicts the next token, x,41. Note that this is an inherently non-deterministic
task, even provided full information about the transition matrix, and as such it can better capture
certain properties of language than previous in-context learning modeling approaches (Garg et al.,
2022).

We focus on the case of the flaz Dirichlet distribution, with ¢ = (1,...,1) T, that corresponds
to uniformly random transition probabilities between states. We draw the initial state x; from the
stationary distribution 7 of the chain (which exists almost surely). We primarily consider the case
where the number of states £ is 2 or 3.

In subsection 8.3.3, we consider the generalization of this setting to #-grams for » > 2. Instead
of Pr(x;) being determined by x,_1, we let Pr(x;) be determined by x,— 41, . . . , %,—1, according to a
conditional distribution P drawn from some prior. In particular, for each tuple of z — 1 tokens, we

sample the vector of conditional probabilities for the next state from a flat Dirichlet distribution.

8.2.2  Potential Strategies for (Partially) Solving ICL-MC

We adopt the Bayesian interpretation of in-context learning (Xie et al., 2022), in which a prior dis-
tribution is given by the training data, and, at test time, the model updates this prior given the in-
context sequence. In this framework, we focus on two strategies for Bayesian inference: a unigram
strategy which assumes tokens in each sequence are i.i.d. samples, and the bigram strategy which

correctly takes into account dependencies among adjacent tokens.

IST STRATEGY: UNIGRAMS  Since we let the Markov chain reach its stationary distribution
(which exists a.s.), the optimal strategy across unigrams is just to count frequency of states and form

a posterior belief about the stationary distribution. Unfortunately, the stationary distribution of

I21



this random Markov chain does not admit a simple analytical characterization when there is a finite
number of states, but it can be estimated approximately. At the limitof & — 00, the stationary

distribution converges to the uniform distribution (Bordenave et al., 2008).

2ND STRATEGY: BIGRAMS  For any pair of states 7 and /, let P;; be probability of transitioning
from 7 to 7. On each sample x, we can focus on the transitions from the 7-th state, which follow a
categorical distribution with probabilities equal to (Pj1, . . . , Pi). If we observe the in-context em-

pirical counts {c[j}j/?’:l of the transitions, then P is given by:
(Pa,...,Py)|x ~ Dir(k,ca + a1, ..., cit + ar), (8.1)

where, recall, a1, . . . , &, are the Dirichlet concentration parameters of the prior. Hence, each P;; has

a (marginal) distribution that is actually a Beta distribution:

Pl-j-\x ~ Beta i+, Z“f + N; — & — G|, (8.2)

J

where NN, is the total number of observed transitions from state 7. As such, our best (point) estimate

for each state ; is given by:

E [Plx| = —2=—. 8.
For the uniform Dirichlet,« = (1,...,1) T, itis E [Pylx] = ;\’]’j_lk

Remark 8.1. The bigram strategy implicitly assumes that the first token x; is sampled uniformly, as
opposed to being sampled from the stationary distribution (which is used in our experiments and
theoretical results). As the context length grows, the bigram statistics approach the Bayes optimal

solution either way and this difference becomes negligible.
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8.2.3 Architectures: Transformers and Simplifications

We are mainly interested in investigating how transformers (Vaswani et al., 2017) can succeed in
in-context learning this task. We focus on attention-only transformers with 2 layers with causal
masking which is a popular architecture for language modeling. Given an input sequence , the

output of an z-layer attention-only transformer” is:
TF(x) = Po (Attn, + 1) - - - o (Attny + 1) (8.4)

Where e, € R is an embedding of x, and A#zn(x) is masked self attention with relative position

embeddings (Shaw et al., 2018), which is parameterized by Wo, W, Wy € RAx4 € R**4,

Attn(z) = softmax(mask(4))z Wy

8.
o Wi + ) (8:5)
lz] \/g .

During training, we minimize this loss:

1 t
'PNDir(a)@e =1

where & denotes the parameters of the model and / is a loss function such as the cross entropy or
margin loss. For our experiments, we run on the standard cross-entropy loss. For our theoretical

results, we analyze training under the margin loss that is a generalization of the hinge loss to the case

*For simplicity of notation we assume embedding dimension equals the hidden dimension, in general
there can be a hidden dimension
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of more than 2 classes: for hyperparameter A > 0,

k
La(fle)p,:> %p11) = % Z max {0, A + Ae)pi — A&)pyan } - (8.7)

i=1,
iFxp 41

We now show how a two-layer transformer can represent the optimal bigrams solution.

Proposition 8.2 (Transformer Construction). A single-head two layer attention-only transformer

can find the bigram statistics in the in-context learning markov chain task.

Proof. Set the internal dimension d = 3k, and choose e, to be one-hot embeddings—that is, e, =

J%,» where d'is the Kronecker delta. We will call the parameters of attention layer 7, VV(é), VV(I?, VV(;), o).

Let
51} Pk 0 0 0 Ik o
W= o | W= 0o oo Wl=0 w=]0 0o o
0 0 0 0 0 0 0

So,

o _ @767
12 \/g N

Notice thatAl(;») = cl[j =7 —1].So, softmax(mask(A))E;) ~ 1[j = 7 — 1] for large enough c. So, for

40

any2 <7 < t,1 <j < k,Attni(e);jrr = ei—1,- Effectively, the first layer appends the embedding

of the previous token after the embedding of the current token, so that the output at position 7 is

approximately (gx[ Crr, ()> .
The second layer is defined as follows:
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Pk 0 0 0 00 0 0 [F*k
D=0 wP=| 0 oo W=|a oo M=o 0 o

0 0 0 0 0 0 0 0 O
Note thatz = ¢ + Attn;(e), then

4@ _ (ZZIVVS))(ZJVVEZ))T — cei(61) | = L1[99‘71 = x;].

N N

So, forallj < 7, softmax(mask(4));; ~ 1]j = 7 — 1] for large enough ¢. Forany2 </ < 1,1 <;j <

k,
3k k
2 ;
Attny(@igron = > Alwpmy = x] @V )y = Y S 1oy = xil1fw, = 1.
h=1 h=1 g=1

Which is exactly the empircal bigram statistics (that is, the number of times x; — ;appears before
0

position 7), so to make this the output, P = 0 * O

1k></e

SIMPLIFIED TRANSFORMER ARCHITECTURE. As we see from the construction, there are two
main ingredients in the solution realized by the transformer; (1st layer) the ability to look one token
back and (2nd layer) the ability to attend to itself. For this reason, we define a minimal model that is

expressive enough to be able to represent such a solution, but also simple enough to be amenable to

*Technically, the output of this construction is not the log probabilities as generally cross-entropy loss as-
b1
sumes. These can be approximated linearly by setting P = 0 to change the output from x to ax + b.

ﬂlkxle

In practice, this approximation can achieve close to Bayes optimal loss.
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analysis. Let e, denote the one-hot embedding that corresponds to the state at position p € [¢], and

let £ be the R”** one-hot embedding matrix. Then the model is defined as:

U1 0 0
v v

AE) = mask (EW,(ME)T) E, where M= | = € R and W}, € R,
U Ur—1 U1

(8.8)
Here mask (-) is a causal mask. Notice that the role of 77}, is to mimic the attention mechanism of

the second layer and the role of v is that of the positional embeddings.

Fact 8.3. Both the bigrams strategy and the unigrams strategy can be expressed by the minimal

model with a simple choice of weights.
* Bigrams: Forv = (0,1,0... L)Y, W = Ly, we have AE), ; = Zf/:z 1{xy =7}1 {xr’—l = xp}.

* Unigrams: Forv = (1,0,0...,0)", W} = 117, we have AE),,; = Zf,zl 1{xy =i}

8.3 EMPIRICAL FINDINGS AND THEORETICAL VALIDATION

In this section, we present our empirical findings on how transformers succeed in in-context learn-
ing Markov Chains, we demonstrate the different learning stages during training and the sudden

transitions between them, and draw analytical and empirical insights from the minimal model.

8.3.1 Transformers In-Context Learn Markov Chains Hierarchically

As can be seen in Figure 8.3, all the models converge near the Bayesian optimal solution, suggest-
ing that they learn to implement the bigram strategy. Curiously, however, the learning seems to be

happening in stages; there is an initial rapid drop and the model quickly finds a better than random
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b 1 .01 0.25 R
- 't=121! I I 8
@ t=3 lt 1211 0.00 2 020 —
S o024} : 1 0025 H
> | N0 o2 g0
=) 1 i i s
014! 3 3 0.000 £ 010
h4 1 i i 1 3
! ! ; W l ‘t:121 8 0.051
. T T — 0 . . . . *
0.00 u g u T
0 25 50 75 100 125 0 25 50 75 100 : s - p o s
Number of Examples Seen (Thousands) Position Number of Examples Seen (Thousands)
Test Loss Positional Encoding Minimal Model KL-Divergence: 3 Symbols
0.025 = 0.4]
t=3 3
@ ‘ 0.000 £
[ ! . =0.31
9 ; s
: : 0.1 t=38 5
> i i 20.21
[a} 1 1 0.0 I =
; 1 i . v v v L 2
g 019 | 8
* i i ozsj | ‘t:121 3011
| : 2
— 0.00 L ‘ o ‘ 2 00
0 25 50 75 100 125 0 25 50 75 100 ) 2'5 5'0 7'5 160 125
Number of Examples Seen (Thousands) Position Number of Examples Seen (Thousands)

Figure 8.3: A two layer transformer (top) and a minimal model (bottom) trained on our in-context Markov Chain task. A
comparison of the two layer attention-only transformer and minimal model (8.8) (with v having constant uniform initial-
ization, and Wk initialized to 0). The graphs on the left are test loss measured by KL-Divergence from the underlying
truth. The green line shows the loss of the unigram strategy, and the orange line shows the loss of the bigram strategy.
The middle graph shows the effective positional encoding (for the transformer, these are for the first layer, and averaged
over all tokens). The graph on the right shows the KL-divergence between the outputs of the models and three strategy.
The lower the KL-divergence, the more similar the model is to that strategy.

solution. Afterwards, there is a long period of only slight improvement before a second rapid drop
brings the model close to the Bayes optimal loss. We observe that training a 1-layer transformer fails
to undergo a phase transition or converge to the right solution - see Figure E.8.

Interestingly, as can be seen from the horizontal lines in Figure 8.3, the intermediate plateau cor-
responds to a phase when the model reaches the unigram baseline. We provide evidence that this is
not a coincidence, and that after the initial drop in loss, the model’s strategy is very similar to the un-
igram strategy, before eventually being overtaken by the bigram strategy. Some of the strongest such
evidence is on the right in Figure 8.3, where we plot the KL divergence between model’s prediction
and the two different strategies. For both the strategies, their KL divergence from the model quickly
goes down, with the unigram solution being significantly lower. Around the point of the second

loss drop, the KL divergence between the model and the bigram solution decreases, while the other
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one increases, making it clear that the model transitions from the one solution to the other. This
final drop is what has been associated to prior work with induction heads formation (Olsson et al.,
2022); special dedicated heads inside a transformer are suddenly being formed to facilitate in-context

learning.

MEecuANISTIC EVIDENCE FOR SoLUTIONS FOUND By TRANSFORMER.  To confirm how the
two layer attention-only transformer solves ICL-MC, we inspected the attention in each layer
throughout training. Figure 8.2 shows the attention for a particular input during different parts

of training. By the end of training, the attention consistently matches that of our construction,
with the first layer attending to tokens one in the past, and the second layer attending to tokens that
follow the same token as the current one. Note that even if the second layer of the transformer is
mostly the same as at the end of training, if the first layer is different, then the weights shown for the
second layer attention could differ dramatically. See also Figure E.6 in the Appendix that displays

how the models perform on different parts of the distribution during training.

VARYING THE DATA DISTRIBUTION - UNIGRAMS SLOW DOWN LEARNING  There are several
interesting phenomena in the learning scenario that we just described, but it is the second drop (and
the preceding plateau) that warrants the most investigation. In particular, one can ask the question:
is the unigram solution helpful for the eventual convergence of the model, or is it perhaps just a
by-product of the learning procedure?

To answer these questions, we define distributions over Markov chains that are in between the
distribution where unigrams is Bayes optimal, and the distribution where unigrams is as good as
uniform. As we see in Figure 8.4a, the transformers that are being trained on the distribution where

there is no unigrams “signal” train much faster.
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8.3.2  Theoretical Insights from the Minimal Model

To abstract away some of the many complicated components from the transformer architecture,
we focus our attention now to the minimal model of Section 8.2.3. We train minimal models of
eq. (8.8), starting from a deterministic constant initialization, by minimizing the cross entropy loss
with sgd. Full experimental details can be found in the Appendix. Figure 8.3 (bottom) displays the
training curves for the minimal model. Similar to the transformer, the model learns to converge to
the bigrams solution, spending however significantly less time, if any, to the unigram solution - even
though they can represent it.

We now provide theoretical insights on how training progresses stage by stage and how this is
achieved by the synergy between the two layers. As it turns out, there need to be at least two steps
of gradient descent in order for both elements of the solution to be formed. The following lemma

quantifies this.

Lemma 8.4. Let the model defined as in eq. (E.2) and initialized with W), = A1l v = AT, Then,

the affter one step of stochastic gradient descent on the margin loss of eq. (8.7) we have:

¢ o B 4 TP
wy) = oy | O(P) vo)| o) = (e = “)2“ I*2p 400 el
c < A B

where A, B, D > 0 with B =~ 4A (diagonal bias) and y is the learning rate. After the second step, 052)
)

. . 2) .
becomes dominant, i.e. vy~ > v]( ),] =1,3,4,...,¢t

See Appendix E.1 for the proof. We see that the gradient of 177}, at initialization has a clear diag-
onal bias, and so it starts driving the 2nd layer towards the correct solution - see Constructions in
subsection 8.2.3. The gradient of the positional embeddings, v, however, is rather “uninformative”

to the correct coordinate that contains the one back position. Instead, it mostly favors the first po-
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sition (look at current token), and has a quadratic decay. It is only after the second step that the 1st
. . . 2 .
layer also starts realizing the solution, by growing vg ) see Figure 8.4b.
There are several interesting observations that follow from Lemma 8.4 and can help us under-

stand better the two stages of learning - both in the toy model and in the transformer:

2ND LAYER IS LEARNT FIRST It has been observed before in a similar bigram learning setting with
a two-layer transformer that the model might be learning first the 2nd layer (Bietti et al., 2023). We
also make similar observations in our experiments with the minimal model and the transformers
(see figure 8.2.), although the evidence is not so clear in the latter case. For the minimal model, the
gradient calculations, clearly suggest that starting from a default initialization, it is only the 2nd layer

that quickly “picks up” the right solution.

PAsSING BY UNIGRAMS.  The gradient of the positional embeddings v at initialization delivers

no information about the optimal solution, but has a quadratic structure instead that mostly favors
v1. If the gradient of the 2nd layer is small in scale (which can happen either due to the initialization
of v or to a small learning rate), then 17}, will not deviate much from the uniform initialization.
Notice, then, that a uniform 77}, together with a biased first coordinate of v correspond precisely to
the unigram solution in this model. Thus, it is clear in this case that 17, not being aligned with the
solution yet, not only slows down v, but also biases it towards a simpler solution. We believe that the
same mechanism, perhaps manifested differently, is also responsible for the hierarchical learning in

the transformer.

EVEN/ODD PATTERN.  An interesting observation that comes out from the calculations is the
form of v; after 2 steps; the gradient amplifies much more the even coordinates than the odd ones,
with a scale that follows a geometric series. In fact, the ratio is closely related to the moments of the

eigenvalue of the transition matrix. This way the second coordinate starts growing larger than the
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Figure 8.4: (a) Training the transformer on two different distributions (with # = 4 symbols). In one distribution, the

transition matrix is a uniformly random doubly stochastic matrix, leading to the unigram algorithm being as bad as ran-
dom, and in the Unigrams distribution each row of the matrix is the same uniformly random sample on the probability
simplex, so the unigram algorithm is Bayes optimal (which is when every row of the transition matrix is the same). The
second distribution is a mixture of the doubly stochastic and unigrams distribution. We then compare their loss on the
full distribution, with the x-axis as the number of doubly-stochastic samples seen. (b) Training of the minimal model in
In-Context Learning Markov Chains with £ = 2 states. (left) The heatmap of the 2nd layer (7#}, matrix) that learns to be
close to diagonal. (right) The values of the positional embeddings (1st layer) that display the curious even/odd pattern.
Timestep corresponds to a phase when the model has started implementing the bigrams solution, but has not converged
yet.

rest and the model eventually learns to represent the bigrams solution. As a byproduct, however,
the rest of the even coordinates also grow in magnitude, despite not being part of the optimal solu-
tion. Perhaps surprisingly, we are able to also identify the same spurious pattern in the transformers!
In the transformer, if the positional embeddings are dominating attention (that is, if W is unim-
portant in that layer), we can define an analogue of the minimal model: 3; = softmax(e,, Wjo?).
Unlike v in the minimal model, 7; depends on the token at position 7, but in practice, during most
of training, v; is similar regardless of the value of x;. As can be seen on the top of Figure 8.3 (see also
Figure E.7), shortly before the second drop in the loss as the induction head forms around # = 92,

the positional embeddings start showing the same even/odd pattern for the first positions.

UNIGRAM SOLUTION SLOWS DOWN LEARNING FULL SOLUTION. By tweaking the data distri-

bution, we can probe different parts of learning. In particular, when we focus on a special case of

131



Transformer Trigram: 3 Symbols . .
= Transformer Trigram KL-Divergence: 3 Symbols

[9]
i)
0.25 - © 0.254 —— Uniform
0 é \ Unigram
o | = 0.20 1 :
S 0.20 o — Bigram
I e — 45 0.154 — Trigram
8 0.151 2
Q *z, 0.10 A
0.10 - Unigram a)
e Bi > 0.051
Bigram 5
0.05 T T T T 2 0.00 T T T T
0 25 50 75 100 125 ¥ 0 25 50 75 100 125
Number of Examples Seen (Thousands) Number of Examples Seen (Thousands)

Figure 8.5: Three-headed transformer trained on In-Context Learning 3-grams (trigrams), with context length 200. Left:
Loss during training. The model hierarchically converges close to the Bayes optimal solution. Right: KL divergence
between the model and different strategies during training. As we observe, there are 4 stages of learning, each of them
corresponding to a different algorithm implemented by the model.

distribution where there is no unigrams solution, transformers learn faster and do not plateau for
long in the intermediate stage, and even more telling, giving additional “unigram samples” for free
slows down learning - see Figure 8.4a. The calculations also seem to confirm the first observation
(Corollary E.2 in the Appendix): the gradient of v at the first step evaluated on this special distri-
bution shows that, in contrast to the default case, there is no “heavy” preference towards the first
coordinate. Then, once there is enough signal from the second layer, training progresses much more
smoothly.

We now show that two-stage learning is not only necessary in some sense, but also sufficient to
reach the bigrams solution. We analyze the optimization process of the minimal model and discover,
that much like in the experiments with the transformers, there are separate phases that correspond
to learning of different parts of the model. In particular, our analysis is in a simplified setting where
the data distribution changes in the second step; the transition matrices are no longer sampled uni-
formly, but they are instead the “hard” examples of this task and contain the most “information”
about the solution. This idea is closely related to the technique of curriculum learning (Bengio

et al., 2009) and is naturally motivated in many settings. In this setting, we are able to show that two
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steps of gradient descent will reach the bigrams solution.

Proposition 8.5. (Informal) Consider the minimal model of eq. (8.8) being trained with online
SGD on the margin loss (8.7) with in-context loss (8.6). With appropriate choice of learning rates and
weight decay in the 2nd layer, two steps of gradient descent with curriculum learning reach the bigrams

solution.

The idea of the proof is that a first step of gradient descent with a small learning rate can align the
2nd layer, while a second step on “hard” examples can learn to identify perfectly the relevant rela-
tive embedding. The formal statement and its proof can be found in Appendix E.1. An interesting
by-product of the analysis is that the learning rate at the first step needs to be an order of magnitude
larger than at the second step, perhaps explaining why the second phase of learning in the experi-
ments takes significantly more time. It is worth noting that, while this is a simplified setting, it goes
beyond NTK-based (Jacot et al., 2018) analyses where the representations do not change much and
it crucially involves more than one step which has been a standard tool in the analysis of feature

learning in deep learning (Ba et al., 2022).

8.3.3 Beyond Bigrams: 7-gram Statistics

We also investigated the performance of transformers on learning in-context z-grams for » > 2;in
particular, 3-grams. We trained attention-only transformers with three heads in each layer by min-
imizing the in-context cross entropy loss with the Adam optimizer. As can be seen in Figure 8.5
(left), the model eventually converges to the Bayes optimal solution. Interestingly, as in the case of
Markov Chains, the model displays a “hierarchical learning” behavior characterized by long plateaus
and sudden drops. In this setup, the different strategies correspond to unigrams, bigrams and tri-
grams, respectively. This is presented clearly on the right of Figure 8.5, where we plot the similar-

ity of the model with the different strategies and it exhibits the same clear pattern as in the case of
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n = 2. Single attention headed models could not achieve better performance than bigrams. We

leave a more thorough investigation for future work.

8.4 CONCLUSION AND DIscUssION

In this work, we have introduced a simple learning problem which serves as a controlled setting for
understanding in-context learning and the emergence of (statistical) induction heads. Induction
heads are a common motif in LLMs, which suggests the natural direction of exploring to what ex-
tent our various findings extend to natural language training data. Notably, on the way to solving
the ICL-MC task, networks pass through a sequence of well-characterized discrete incomplete solu-
tions. Simple but incomplete solutions may be commonplace in language modeling and other rich
learning settings; for any such solution, one can ask to what extent its presence speeds up or slows

down the formation of more complex circuits with higher accuracy.
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A.1 PROOFS OF CAPACITY BOUNDS

In this section we present the full proofs (including the omitted proofs) of our capacity bounds. We

also cover relevant background and useful technical lemmas.

A.1.1 Rademacher complexity and generalization bounds

Here we briefly review Rademacher complexity and its relationship to covering numbers and gener-

alization bounds. We refer the reader to Bartlett & Mendelson (2002) for a more detailed exposition.

Definition A.1 (Empirical Rademacher complexity). For a given class of functions F = {f: X —

R} and {¢) € X}, the empirical Rademacher complexity 7%(.7: 20 20 is defined as

~ 1 “ 4
R(F;2W, ... 2™) = ;EE [fupZélﬂz(’))] ,

eF —1
where ¢ is a vector of 7 i.i.d. Rademacher random variables (Pr[e; = 1] = Pr[e; = —1] = 1/2).

In order to relate the Rademacher complexity and £« -covering numbers, we use a modified ver-

sion of Dudley’s metric entropy.

Lemma A.2 (Dudley (1967); modified). Consider a real-valued function class F such that |f] < A

Sforallf € F. Then

_ 4 e gD ()
R(F;2W, ... 2™) < ¢ inf 3+/ wogN""(F’g’z e 2) g
b m

>0

for some constant ¢ > 0.

Proof sketch. The original statement is for 2-norm covering number, but the co-norm case reduces

to the 2-norm case because N>(-) < Noo(+). The original statement also fixes § = 0 rather than
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taking an infimum. Also, the standard statement has the integral going from o to 0o, but these are

easily replaced with J and 4. ]
For our paper, we will instantiate the above lemma for log covering numbers scaling as 1/£.

Corollary A.3 (Rademacher complexity via covering number). Consider a real-valued function class

F such that |f| < A forall f € F. Supposelog Noo (F; 520, ... 2")) < Cr /€2, then

ﬁ(f;z(l),...,z(m)) <c- \/f (l—i-log (A m/Cy:))

for some constant ¢ > 0.

Proof. Using Lemma A.2, we have for some constant ¢ > 0,

~ ), (m)
R(]:;z(l),.. () <61nf 9—1—/ \/log/\/ (Fie52W, .2 )da
A
Scinf<5+/ \/?5&5)
9>0 ) Ecm
41
:cinf<5+\/C7]:/ d€>
9>0 m s €
_ Cr
= ng (5—1— \/Zlog(A/S))
_ ]
_ \/; (1+ tog (4v/m/ 7))

We can now obtain a generalization guarantee from the Rademacher complexity of a function

class:
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Theorem A.4 (Bartlett & Mendelson (2002)). Let D be a distribution over X X R and ler ¢ : R x R

be a b-bounded loss function that is L-Lipschitz in its first argument. For a given function class F and
fE Fletrisk(f D) = B pll(flx),y)] andrisk (£ (2, yO),) == L 7 (A=), 59,

Then for any 0 > 0, with probability at least 1 — 9, simultaneously for all f € F,
| . log(1/3)
D) — (2@ Oy V< o) (m) og\/9)
risk(f; D) — risk (f, (=1, y ),71>‘ 4LR (f,z ey 2 ) +2b g
Combining the above, we get:
Lemma A.s (Lemma 4.2 (restated)). Consider a function class F such that |f] < A forall f € F

andlog N (F; g;xM . xM) < C]:/Eszrallx(l), o am e xm, Then for any d > 0, with
probability at least 1 — 0, simultaneously for all f € F,

risk(f; D) — risk (f; (=, 5 )) < 4(L\/>( 1+ log (A\/W)) +2b (;/5),

for some constant ¢ > 0.

A.1.2  Useful lemmas

Lemma A.6. Consider function f : R — A such that the Jacobian of the function satisfies
TAO) I, , < ¢pforall 6 € RY, then for any vectors 6, 6, € R?,

1A61) = fA62)]11 < ¢Alloh — 62| oo

Proof. By the fundamental theorem of calculus applied to g(#) = flz6h + (1 — £)6,), followed by a

change of variables:

o) —fl62) = (/Olj(tﬁl +(1- t)&z)dt> (6, — 6,),
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We have

!W%%VWﬁMZHAJUQ+O—O%MQ—@Mt

By Jensen’s inequality:

1

< /01 I/ (#61 + (1 —)62) (61 — 62)||, dt

Using [ dall, < [|4[]y; [l oc:

1
< [ W6+ a8l 16— ol e
0

By assumption on the Jacobian:

<¢rl|or — Ol -

Corollary A.7. Forvectors 6y, 6, € R?, ||softmax(6;) — softmax(62)]|1 < 2|61 — 62]|co-

Proof. Observe that for softmax, the Jacobian satisfies:
J(8) = diag(softmax(8)) — softmax(8)softmax(8) .
We have for all 8, b,

p P
@) =D |softmax(8),(1[i = ;] — softmax(6);)]

i=1 j=1
?

= Z softmax(4); | 1 — softmax(6); + Z softmax(6);
=1 JEL

P
=2 Z softmax(d); (1 — softmax(9),)
i=1

<2.
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Combining the above with Lemma A.6 gives the desired result.

Lemma A.8. Fora;, B, > 0, the solution to the following optimization

n

. 2

min E —

XlyeeesXn & xlz
=1

n
subject to Z Gxi=C
=1
2
3

?,3

c
=17

Proof. The proof follows by a standard Lagrangian analysis.

1/3
is &z and is achieved at x; = 5 <%> wherey = S 7 “1/3151' .

O]

Lemma A.9 (Contractivity of Inorm). Let Inorm be the projection operator onto the unit norm ball.

For any vectors u, v, we have | Inorm () — norm (v) || < ||z — v]|.

Proof. If u, v are both in the unit ball then this follows trivially. Let us assume that ||#|| > ||o|| and

||l#|| > 1 WLOG. First suppose ||v]| < 1. Let B(Vl) = au be the projection of v in the direction of #,

and let BZV =v— B(Vl). Then

[T Inorm () — Tnorm (0) 1% = lla/ lul| — o]
= ||/ ||l — (2 + B)|I*

= l[(llall ™" = 2)u — BL|®

= (leell ™ = @)?[ll* + 18711

< (1—a)|la* + |87

= llu — (cx + B7)|*
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If [[o]| > 1, then

[Tnorm (#) = Mnorm (9) || = [ Tnorm (#/[[2[1) = Tlnorm (o/ ll2[DI < flze/ o]l = v/[o ][]l < [l = o]]-

where the second-to-last inequality follows from the ||v|| < 1 case.

Lemma A.10 (Zhang (2002), Theorem 4). LetV : {v : v € R, |o|| < B1} and Fipear =

v x:v € VY Foranyd > 0and sV, ... 2N satisfying ||« < B, Vs,
2
2

IOgNoo(’Flz'nmr; & x(1)7 T 7x(N)> < 3631?5 10g(2 [4BIB2/5 + 2~|N+ 1).

A.1.3 Pseudo-dimension lower bound

Recall that a Transformer self-attention head is of the form
Fithead (X Wy, W) o= o (W;XTsoftmax (XWng,»
and that the pseudo-dimension of a function class F is defined as

Pdim(F) := r{xéaﬂé(VCdim({b(-) =sign(fl:) —¢) : f€ F})

O

{x —

For the purposes of this proof, we will treat x, as a fixed vector—so either it is not treated as part

of the input, or it is set to the same value for all of the inputs. Thus, WngT is a fixed vector, which

we call wox. Moreover, we will set 7 tobead x 1 matrix, so we will treat it as a vector wy €

R4, Also, so long as the activation function is non-decreasing and non-constant, it does not affect

the pseudo-dimension and can be safely ignored. Thus, we will deal with the simplified class F of

functions of the form:

f(X; wy, wQK) = w;XTsoftmax (XWQK)

141



for wy, wox € R4,

Proof of Proposition 4.8. For simplicity, we consider the case where T'is a power of 2. We will con-
struct a set of log 7'inputs {X*) }19:;ng in R that are shattered by F.
We will construct a shattering using the threshold ¢ = 1/2, which gives us a lower bound on the

pseudo-dimension:
Pdim(F) > VCdim({h(-) = sign(f{-) —1/2) : f€ F}).
In particular, we will shatter the set X = {X) : ; € [log 7]} of sequences defined by

xgl') := (cos(27¢t/T),sin(2zt/T), bin(z);).

Here we have indexed# = 0, ..., 7 — 1, and bin(#); is defined to be the 7th bit of the binary ex-
pansion of the integer # (padded with os in the front such that the expansion is length log 7). We
can think of the first two coordinates of x,(l') as a (fixed) circular “positional encoding”, and the third

coordinate as the “token embedding”. The token embedding is designed such that X is shattered by

the function class P = {proj)(X) : 5 = 0,... T — 1} of projection functions
proj® (X) = x,[3).

We will design the attention matrices to approximate the functions in P.

Fors=0,...T—1,let

w(é}( := (1% cos(2zt/T), T* sin(27t/ T), 0).

ORING (s)

The rth attention weight wog X is maximized when ¢ = 5. In fact, woy is of sufficiently large
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(?)

%, is attended to more strongly than all the other positions combined

magnitude that the token

Also, let
W' = (0,0,1).

This projects onto the token embedding coordinate.

Observe that
wngxL@ = 1% cos(2z(s — 1)/ T),
so we have
exp(T?% cos(27(s — ¢)/T)) _ exp(T% cos(27(s — ¢)/T))
3120 exp(T% cos(277/T))

softmax w(j) =
ft (X Q[() [t] ZZ:S eXp(TZ cOS(27f(-Y — T)/T))

Let us bound the denominator using the fact that cos(d) <1 — %52 ford € [0, 7|:
L(T=1)/2]
Z exp(T* cos(2z7/T)) < exp(T%) +2 Z exp(T* cos(2zz/ T))

7—1
7=0 =1
[(7—1)/2] )
< exp(7%) + 2 Z exp <T2 <1 - 7[2(27rr/T)2>>
7=0
, , L(7T—1)/2]
_ T + 20T Z 67872
=1
[(7-1)/2]
< e + 27" eigfozdjo
=0

0
< e + 27" / e_SJOZdJo
£=0

_TZ ZTZ
e +\/;€

Hence, for each s,
)
softmax(Xwg)[s] > I+ JZ 2
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and

1 1
3 softmax(Xwi)[] <1 - _ <
— Q 1+./Z "2

Then we claim that the set {f{-; w(;), wgk) jT:_Ol shatters {X(") }i-ozng:

. T ;
f(X(l); w(,;), wgk) = w(;) X" softmax (X(Z)wgga

7—1
T B
= w(;) g softmax (X(Z)w8<> [#] - bin(2),
=0

which is greater than 1/2 if bin(s); = 1 and is less than 1/2 if bin(s), = 0, since the # = s term in the

sum dominates all the other terms. Thus,
{h() =sign(f() —1/2) : f€ F} =P,
so the different choices of s induce a shattering. O

A.1.4 Covering number upper bounds

Proof of Lemma 4.7. Observe that,

Hfhead (X7 z; 6:7 ein) _ﬁ1ead (X7 z§/€\:a/€\in)) H

By Louc-Lipschitzness of ¢ - and bound on [|w|:

~
S

- <§Din(X5 6.) " Norm(Score(X, z; 6’;))) — Pout (gpin(X;gin)TNorm(Score(X, 2; 6’))) H

S LOUt

2. (X;8n) " Norm(Score(X, z;6,)) — gain(X;/@\m)TNorm(Score(X7 z,a))H

in
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By triangle inequality:

< Loy || @, (X; bn) " (Norm(Score(X, z;6;)) — Norm(Score(X, z;@))) H
~ T ~
¥ Lou (%(X; ba) — @, (X: em)) Norm(Score(X, z: @)H

Using | Po]| < [P

|2,00 ||2][1 and Bip-boundedness of @, :

S LoutBin

Norm(Score(X, z; 6;)) — Norm(Score(X, z;g;)) Hl

(Pul06:80) — £ :0)

By Lemma A.6 and the assumption on Norm:

+ LOUt

H Norm(Score(X, z;a)) Hl

2,00

< LoutCNorm ‘ (@m()ﬁ bin) — ¢in(X;/éiﬂ)>T

2. (X; c%n)TH HScore(X7 z; 0;) — Score(X, z;gj)

2,00

+ LOUI
oo

2,00
By boundedness of ¢, and HXT H2 o < By

~ —~ T
< LoutCNormBinBx HScore(X, z;6;) — Score(X, z; 6;) <¢in(X; bin) — @, (X; €in))

+ Lout
o0

O]

Proof of Theorem 4.6. Our goal is to show that for every € > 0, collection of inputs (XM M), (X)), 20m),

o~

there is a cover Cpeaq such thatforall 4, € O, 8, € ©;,, there is some (5;7/5\111) € Chead such that
‘,fhead (X’(l) ; z(i); (95, (9in) _ﬁ1€ad (X(i)a z(i);/e\sa/éin)
Observe that for all 4, :9\5,

max; <e.

max ||Score(X?) 2): 6,)—Score(X), 2: )| oo = max ’Score(xgi),z(l'); 8,) — Score(x\”), 2?4/ .

€ [m] € [m} WA

Similarly, for all b, Oy

Pin (xlgi); 9in> = Pin (ngi);/éin)

max
i€ [m)

(PnlX930) — 9, (X))

= max ’
2,00 i€[m],re[T]
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This crucially allows us to aggregate over the 7 and # dimensions together.” Therefore, we can con-
sider N5, covers for the above to bound the overall covering number.

Let Cscore be the £5core-cover (00) for Fscore Over inputs {(xgi), 2 ))} - of size
i€|m|,tc

Noo (fScore; €Score; {(ngi))z(i))}z‘e[m],te[ﬂ) .

Also, Let Ci, be the ej,-cover (00) for Fij, over inputs {xgi) }icim] ee|1) Of size

Noo (-F;n; €in; {xt(l‘)}z'e[m},te[ﬂ; || ’ H2> :

~

We are ready to construct the cover for Fhead- Set Chead = {fhead ('Qav/éin))z‘e[m] 1 6, €
Cscores 0in € Cin}. Thenforany 6, € O, 8, € Oy, thereexists &, fin € Chead, such that for

all7 € [m], using Lemma 4.7

< CNormLoutBinBXEScore + Loutgin‘

Hfhead (X<Z) s Z(Z'); 6:7 ein) _ﬁ1ead (X(l‘)y z(i);gxagin)

The size of the cover we have constructed is,

108 ’Chead‘ = 10g ‘CScore’ + 10g ‘Cin|

= log Noo (]:Score;é‘score; {(x‘gl‘)’Z("))}l‘e[m],rem) + log No (-Fin;gin; {ngll)}z'e[m],te[]’]; [ - Hz)

and we are done. O

*In the case of the Transformer self-attention mechanism, we will obtain co-norm covering numbers for
Scoreand ¢, that have only logarithmic dependence on the number of examples. Because of this aggrega-
tion trick, the resulting covering number for the whole layer will have merely logarithmic dependence on the
context length 7.



Proof of Corollary 4.9. By Theorem 4.6, the covering number of Fif head satisfies

log Noo (ftf-head; €; {(X(i),z(l’))}m )

=1
: % D )
< e — .
< aér[})f:l} [log/\/oo <./TQK, ZLFBVBX7 {(xt i )}ze[m],te[ﬂ>
1—2a)c i
+log Noo <J'"V; ( LF) A s peers | HZ>] :

where we have used the fact that for a scalar-output Transformer layer:
* softmax satisfies the Jacobian assumption with Ceoftmax = 2 using Corollary A.7.
* Loy is the Lipschitz constant of o L.
* B, isabound on the norm of W—er with respect to norm of x: By.

By Lemma 4.10, for any gk, ey > 0:

(BxBx)? log(dmT)
2

log Now (Far eic (8”29 bictmpein) S e
QK

N (BY'Bx)? log(dmT)
log Moo (Frieri {2 ipmermi | - 112) § 2058
v
since Wox, Wy € Réxd (k = d). We want to choose £ g and £ to minimize the sum of the above
two terms, subject to

ZLJBVBX&“QK + L¢€V <e.

By Lemma A.8, the solution to this optimization leads to an optimal bound of:

3
P)F + (BgBrBy)?)

(B
IOgNoo(th-headQE;X(l)a cee 7X(M)) 5 (LJBX)Z ' ( g2

-log(dmT).
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O

Proof of Lemma 4.10. Our approach will be to construct a cover by decomposing the problem into
two separate cover problems, (1) £;-cover over the possible norms of the rows of 7, and (2) £o-

cover of the set VV constrained to the norms dictated by the first cover. More formally, let us define:

[Jon | w)
Wi = o liw= | | ew :{vE]RdlzﬂqugBW},and
. del” Wy,
w)
Fo=Rx—Wx: W= || cR"W% Vi|w| <o
LUdl

Denote Cyy to be the €1-cover (in terms of £,-norm) for W. ,", and forany v € R%, denote C, :=
Ny (.FU, ST R || - HZ) We will set £; and ¢, later.
We will first show that C := {f: v € Cyy,f € F,}isan (g2 + Bxey)-cover (in terms of {,) for
wi

F. Consider f € F parameterized by some %" = | : |.Since W € W, we know that there is a

Wy
v € Cyy), such that,

dq

D (il —2)? <er.

=1

*Here the cover is for a set and not a function.



Now we have, forall 7 € [N],
17 — A=) < D) — A || + || (7 — m)D|

& wx\’
<ert [ D (@ llwl)? (W)
)

=1

<&+ By Z (51' - ||w]||)2)

J=1

< & + Bxer.
Thus, we get the desired cover. Note that the size of the cover satisfies
log |C| < log |Cyr| + max log|C,|.
vECy

Now we need to construct the sub-covers and bound the size of C. Let us first construct the cover
Cy. Using Maurey’s sparsification (see Theorem 3 in Zhang (2002)), we can find a proper cover of
Cyw which satisfies,

BZ
log [Crp| < glog(Zaﬁ +1).

Let us now construct C, for a fixed v. The approach will be to cover each of the rows of /7 inde-

pendently, treating each as specifying a linear function from R4 — R. By Lemma A. 10, letting
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Z(b): {z:2 € R ||z|| < b} and Fiipear(b) = {x > 2" x: 2 € Z(b)},foranyd > 0

b*B%log((1 + bB
l0g N (FineB): 30, - 20) < LIS IBDN)
In fact the cover, which we denote by Fiipear (55 9), is proper: Flinear (65 9) = {x Z'x:%z€ Z)for

some finite subset Z C Z(4). Then the cover for the matrix can be constructed as,

<1

Co=Lx—2Zx:Z=1|1|:% € Fnea <vl'; ) HZh) forall 7
1

Zd,

Observe that this forms a cover for . Forany f € F, parameterized by 17, let w; be the closest

element in the corresponding row covers, then we have

dz dz
| — )| = Z(wjx(i) — @] x)2 < ZE% vi o.
2 2% ol
]
Note that the size of C, can be bounded as,
d>
[ v,
IOg ‘Cv’ = Z 1Og/\/oo <fiinear(vz'); &2 W;x(l)7 T 7x(N))
=1
d.
- N i ol By log((1 + [[ell1Bx/€2)N)
<> =
=1 2%
_ cllellf By log((1 + [lell1Bx/€2)N) _ cByy B log((1 + BwBx/e2)N)
- 2 — 2 :
€2 €2



Combining the above and setting €1, €, appropriately, we get

B%,B%
log|C| < Z/z X log(d\N).

A.1.5  Capacity with positional embeddings

Since the Transformer architecture is permutation invariant for all # # 7, positional embeddings
(fixed or trainable) are typically added to the inputs to distinguish the different positions of the
tokens. These positional embeddings are matrices P € R7%4 such that P = P1... pT]T forp, €
R4, Accounting for the positional embeddings as input, a single Transformer attention head can be

expressed as:
Fitpos (X, P Wi, Wog) 1= o (W} (X + P) "softmax ((X+ PY W (e + p,))) .
For a fixed positional embedding P, let us define

thf-pos(P) = {X _>ﬁf-pOS(X7 Py Wy, WQK) : H WV’

21 < B < B Wl < Bgh

. Position embedding just impacts the input into the covering bound argument which effects the

bound in terms of the HPT H 2,00 35 given below,

Lemma A.11. Forall XV, ... X" e R™4 sych that “X(")T“ < By foralli € [m], and

2,00

P € R™4 sych that |PT ||2.00 < Bp, the covering number of Fif.pos(P) satisfies

3
(B + BBr(Bx + Br)? )
3 - log(dmT).

log Noo (Fispos (P); & X0, ., X0 ||-]12) S (Lo(Bx+Bp))* -



Proof. Observe that fif.pos (X, P; Wy, Wok) = fif-head(X + P; Wy, Wox). Thus we have,

log Moo (Fiepos(Pics {(X)} " 11+ 1) = logNoo (Fisneasi s (X + P} LI+ 1I2).

(X + p)

Forall7 € [m],

THZ,oo < HX(Z‘)THz,oo + HPTHZ’OO < By + Bp. Therefore, using

Corollary 4.9, we get the desired result. O

Therefore our bounds go through for fixed positional embeddings. If we were to train the em-

beddings, we would need a much finer cover on the embeddings which could incur a 7"dependence.

A.1.6  Capacity of multiple parallel heads

In virtually all practical applications of Transformers since their inception, instead of using one set
of weights for an attention head, there are parallel attention heads, which have separate identically-
shaped parameters; their outputs are concatenated. For the purposes of this analysis, suppose we

have
H
b n b 1)
ﬁf—heads <X3 {VV{V], WQL}h:l) = bZﬂf—head <X§ VV{V]> W{Ql(> .
=1

Let us define the class of multi-head self-attention with /A heads as

Fif-heads 1= {X > fif-heads (X; {W{ﬁ], W{Q@(}ZJ :

i, <. o < o

vh e [H],

2,114
1 =By ‘

2.1 /]
2 < Bk }
, 2,1

Lemma A.12. Forall XY, ... X" e RT™*? yych that

x07 < Bxforalli € [m], the
K, = Bt

2,00
covering number of Fif heads Satisfies

AlA 2 2.1 1A i)y 2\
F ,“4 S B + (2B B
log Voo ( tf—heads;€;X(1),..., m)’ I-2) < (L:rBX)Z'( B=INTV 14 )
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Proof. Forallh € [HJ, letC), be an )-covering of Fif.head With weight bounds corresponding

H
to head b. Since fif heads <X; { VV{ﬁ], VV{Q@(}bZI) = Zleftf_head (X; VV{ﬁ], I/V{Qb;<>, we have
C:=C x...xCqisan (Zle 8h>—covering for Fifheads. Using Corollary 4.9 (and optimizing

for €, using Lemma A.8, by breaking them into individual errors for each head), we have

(4], 2 11450 2\

=l =l S (B + (285 By
log]C[zZlogwb ZS L,By)* - ( o ¢ ) -log(dmT).
h=1 h=1

2
3

O]

To see the dependence on H, consider the setting where the weight bounds are the same for each

head (dropping the [/] subscript), then we get,

(B
lOgNoo(th-heads;{‘:;X(l)y s ’X(m)’ || : HZ) S (LJBX)Z‘HS' <

A.1.7  Capacity of multi-layer Transformers

This section analyzes the capacity of an L-layer Transformer. Let us denote the weights of layer

£ by wi = {Wg)a W<1é), W([;), VV(CZ)} such that W(Ié) W(Ql) . < 880 } W(VZ) , <
. AT ; ;
) ||, < B and ‘W§Q e 55| LS B <

2 1 1 et us further denote the set of weights up to layer 7 by W = (WM ... W), Let the

input representation of layer 7 be gEQh ead (X; W), We inductively define g with g&_)h g (X W) =

"Here, x denotes the Cartesian product: the functions obtained by using the every combination of
parameters of each individual cover.
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S e (3 71) = Moo (7 (Tnorm (£ (gifneaa (6 975 977) ) ) ) with
F(Z{Wo, Wi, Wy, We}) = RowSoftmax (ZWQ (ZWK)T) ZWy,
where Iyorm is applied row-wise. Our final output is gif.scalar (X; WL w) = ngEf-Lead (X; VVI:LH) [CLS]
for ||w|| < B,.
In order to construct a cover, we will first bound the distance between the function ¢ with differ-
ent weight parameters WAL and WELHL This bound will depend on the closeness of the param-
eters which will allow us to construct a cover of the network in an iterative fashion by constructing

covers of each layer.

LIPSCHITZNESS OF THE NETWORK

To bound the Lipschitzness of the network, we will first bound the distance between f'with different

weights and inputs.

Lemma A.13 (Instantiation of Lemma 4.7). For any Wk, /WK, Wy, /WV, Wo, /VT\/Q € Réxk for

all Z € RT% sych that HZTH2 o <1

H(f(Z; {Wo, Wi, Wy,-}) —f(Z; To T T, .}>>T

2,00

<ot - R |, o

2,00
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Proof. Consider a fixed row 7 of the output of the functions,

(@ 0wo, Wi, W} 11 = £ (2: W, Wi, Wy, }) [

= H W;ZTsoftmax (Z WKWng) — /W,T/ZTsoftmax (Z/WK/Wng>

By triangle inequality:
< H VV;ZT (softmax (Z WKWng) — softmax (Z/I/?/K/M\/Ezf» H

+ H(WV — /WV)TZTsoftmax (Z/VI\/K/WEZ,)

Using | Po]| < [P

12,00 Il

< H W;ZTH Hsoftmax (Z WKWng) — softmax (Z/WK/Wng)
2,00

L

+ H(WV — /WV)TZTH Hsoftmax (Z/VI\/K/Wng)
2,00

’ 1

By Corollary A7, [|Z7 ]|, <1 [1PQll2.00 < [|Pl2|Qll200, and [ PTl2 = [|Pl]2:

<2||wyl, HZWKWgz, — ZWk W

-7
o] 2,00

< 21w |(weit - 21, ore -T2

Lemma A.x4. Forany W, Wy, Wy € Rdx}e,fordlZZ,z € RTdecbthatHZTHZOO <

LIIZ 200 <1,

H (f(Z; {Wo, W, Wy, -}) —f(z; {Wo, Wi, Wy, '}>)T

2,00

<o, (1+4|wewg| ) -2

2,00

IS5



Proof. Consider a fixed row 7 of the output of the functions,

(@ two, wic, wo,}) 11 = £ (Z: AW, Wi, W, }) [

= || w7}z softmax (ZWKWgz,> — W27 softmax <2WK Wg%)

By triangle inequality:

T =\ " T
< || Wy (Z — Z) softmax (ZWKWQz,)

+ H W;ET (softmax (Z WKWng> — softmax (2 Wi WEET)) H

Usi

5

gl12oll < [[Pll2,c0llolh:

<|w? <Z - 2) H Hsoftmax (ZWKWgz,)
2,00

’1

+ H W;ZTHZ Hsoftmax (ZWKWgz,) — softmax (2WKWEET)
,O0

‘ 1

By Corollary A7, |[27|| < tand |PQll200 < Pl21Qll2cc:

)

< | wyl, H(Z 27 ‘2 + 2|, HZWKWgz, — ZWy Wz

,00 00

By triangle inequality:

<l z-27|, _+21mil, (|2 -2 wiews.

)

+ HEWKWg (20 — %)
[oe)

)

Since

27|, < tand|iPols < P72l

<1y (14 i) |z - 27|

2,00

With the above lemmas, we are ready to prove the effect of change of weights on g.



Lemma A.xs. Forany VV’I'H, m+l satisfying the norm constraints,

(gtfbl o (0 W) — tbe k(X w +1))

2,00

(1 =)o (T (7 (577) 7))
+L,BYBY) <1+4B(Qi;(> (gif)bl aie (6 7) = 0 (X w: ))T

; AT (=T ; . T
(2" - ") s (1577

S ’

2,00

+2L,BYBY || (W ;

2,00

. - ; AT
+LFB(C) (Wy - WV)TgEf?block (X§ wh )

2,00

Proof. Unrolling one layer, we have

(g3 (20) — il (7)) |
= [ (o (= (P (7 a0 72 9° )))W‘é)>

oo (= (Taom (F (et (5 7) :770)) ) 720) )
Using Lemma A.9 for each row:
27t (e 0379 99))) T80 (e (1 (s (2779
By triangle inequality for each row:
< [ (- (o (1 G795 50Y)) (s (s (575) 7))
()

(78 72) (i (e (577 :779)))

2,00

2,00

2,00

Let us focus on term (A).
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Bounding the norm per row:

(L (o 539 ) (e e (7 7))
()

< B/, for each row:

. A y AT N =\ T
< La-B(C) Ihorm (f(gf(_f?head (X§ w ) ) w )>) — Inorm <f(g <X; w ) ) wt ))) ,
Using Lemma A.9 for each row:
3 7 7 T Z T TiAi T
< LvB(c) f<g£f)head (X3 w ) ;A )> _f(ggf?head <X5 w ) 374 )) ,
By triangle inequality:
. 4 y NT ; . AN
< LFB(C) f(gif?head (X5 w ) 34 )) _f<g£f?head (X? w ) ) W )) ,
] ] A i T Z A T T
+LFB(C) (ggf?head (X9 w ) 34 )) _f(gif?head <X5 w ) 3 )) )
By Lemma A.13 and A.14 and norm bounds on the matrices:
o \T
< 15O B (14 40 ) |lgheas (6 W) " — ¢ (x: T97) )
. N T
w2180 | (WG - FYTET) s (5 7)
2,00
. - . . AN T
+L7B(Cl’) (WV_ WV)TgEQhead (X; VVI:Z)
2,00
Combining the above gives us the desired result. O

Lastly, we take account of the last linear weight and observe that,

Lemma A.16. Forany WYL WAL gnd w

Jtf-scalar (X§ Wl:L—Ha w) — Jtf-scalar (XS /WI:L-H’ /u\)) ’

(L+1) L+l (L+1) AL+ \T (L+1) AL+
< [Jwl] gtfblock( X, wh ) s — gtfblock( xw )[CLS] + |(w —w) gtfblock( X w )[CLS]




Proof. Observe that,

‘gtf-scalar (X§ Wl:L‘Hv w) — Jtf-scalar (X; Wl:L‘Ha a’) ‘

_ | T (L4 L _ T (L+1) L
= |#" & plock (4: W) W Ltf-block (X wr +1)

[CLS]

[CLS]

By triangle inequality:

T ( (L+1) L AL+ (L+1) i1
< |w <gtf-block (6 ) ) — Gefbloek (X wh )[CLS]> ‘ +
Bounding the inner product by norms:

(L+1) L+1)
gtf bIock ( X w LH) g'Ef block ( X, Wt LH)

[CLS]

AT (L+1)
(w— w)TgEf block (X w LH)

[CLS]

~ L+1)
< u] + |(w = @) gl rons (6 )

[CLS] '

[CLS]

O]

CONSTRUCTING THE COVER

The cover construction follows the standard recipe of composing covers per layer (as in Bartlett et al.
(2017)).

Theorem A.x7. Let F, (@)

tf-scalar

represent the class of functions of L-layer Transformer blocks satisfying
the norm bounds (specified before) followed by linear layer on the [CLS] token. Then, for all X©)

X, X ) S

log Noo (7

tf scalar’

3
mT) 2 o N2 , N2
Og(d <33 +§ a;3 ( B <2LaB(CZ~)B(VZ)Bg}(())3 + k5 (LgB(Cl)BZV’I()>3)>

where a; = H]<1L B(])B(])( 1+ 413(/) )

Proof. Our goal is to show that for every € > 0, and collection of inputs XU, X" thereisa
cover C of vectors in R(™) such that for all W+ and w satisfying the norm bounds, there is some

v € C such that max; |gtf_sca|ar(X<i); WEAL W) — 0| < e,
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In each layer of the transformer, W) and W} always appear together in the form 1/ 177g) "
Therefore, we will overload notation and define W), : W) W) " Our cover C will be proper,
consisting of vectors of the form (g scalar (X3 W+ @)) s, We will build the cover iteratively
by finding finite collections of matrices W' for each layer.

First observe that for any collection of ZW, ..., Zm) ¢ RT*4 and any W, W e Rhxdz,

max
i€ [m)

Wz -0 = max W) - T
2,00 i€[m] €[]

This crucially allows us to aggregate over the samples and context length. In particular, we can apply

Lemma 4.10 with the input vectors (zgi) )ic|m] se[1); @ total of m T input vectors. Specifically, for any

eand W(dy,dy, @) = {W € R"*% || W]|5; < a} with fixed Z1) satisfying HZ(Z')—r <1,
2,00
Lemma 4.10 gives us such a cover.
First let us build a cover for one Transformer layer with inputs ZW 20 We will begin

with creating an € p-cover Wy for the function class of linear transformations given by Wy : { W €

RAxk, (W1 < a1, < s} andEQK-coverWQKforWQK = {W ¢ R4, HT/VT

21 S
B, |W, < rtandinputs ZW), ... Z") For each pair of Wy € Wyand /WQK € WQK, we
construct an £¢-cover WC(/WV, /WQK) for We = {W € RF*4 || Wl < W], < chand

inputs {a’ (Hnorm (f <Z("); /WV, /WQK> >> }m . Our final cover is

=1

W .= {(WV, /WQK, /WC) : /WV S WV, /V;'V € WV, /WC € WC(/WV, /VI\/QK)} .

Using Lemma A.15, we can show that W is an e-cover for g A{Wy, Wok, We}) and inputs
ZW . Z") where

€ =¢ec+ 2Lycseg + Locey.
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Using Lemma 4.10, the size of the cover is

WyeWy

/WQKEWQK

- 2 152 }/2
= logW|S | 5 +5+ log(dmT).
e € 0K €e
We are now ready to inductively construct a cover for the deeper network. Suppose we have a
() _cover W for g(-; W) on XM ... X0 We show how to construct an T -cover for
(5 W) For every element W € W we construct a <€g) + ZLJB(Ci)B(;)s(Qi}( + LJB(Ci)s(;;)>_

cover V/\Z(/I/T\/“) for the transformer layer (as above) on inputs { g(XV; W) }m - Consider the
]:
cover

w\l:z‘-i-l — {(’Wl:z" ’W(z)) . /I/I\/izz' c w\l:i’/W(z') c W(W:)} )

By Lemma A. 15, this gives,

e = LBYBY (1 + 485 ) + &) + 2L, BB G} + LB

The size of the cover is

IWEH] < IWY| max (W)
W W
Inductively applying this, we get
L
) = SN o880 (1 + 4880 | (28 + 22,80 B0l + 1,507
=1 \ j<i

=Y (e + 280 By + LBY))

i=1
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where a; = Hj<i Lerg)Bg) (14 438()-

The size of the cover is

L[ pa0? Bz,[1<(i)2 107
log(|)7V\1:L+1|> SZ A— Q‘ — + 2| log(dmT).
‘ (7) (?) (2)

Notice that the layer-norm maintains the norm bound on the inputs. Lastly, we need to cover the
linear layer on the [CLS] token and compose it with the cover of gl:L (as before). Using Lemma A.10

and A.16, we can get the final e-cover C with

L
€ = B, Z oy ( g) + ZLJBg)Bgf)sg;{ + L,B(Cl)sg)) + ey
=1

and size
7 2 2,1 (l‘)z (z')2
B L Bz,1( ) B> B!
10g’6’§M+Z V.z + Qlfz + C.z log(dmT).
€4 — e e e
: 4 QK C
Using Lemma A.8, the size of the cover for fixed € gives us the desired result. O

A.2  SPARSE FUNCTION REPRESENTATION VIA BOUNDED-NORM TRANSFORMERS

A1 Setup

REDUCTIONS FROM BOOLEAN FUNCTIONS TO TRANSFORMERS. In order to establish our func-
tion approximation results, we must first define a canonical mapping between length-7"Boolean
strings & € {0,1}7 and Transformer inputs X € R?>“. The key point (which has also been con-
sidered since the inception of the Transformer (Vaswani et al., 2017), and continues to be a crucial

consideration in practice (Dosovitskiy et al., 2020)) is that the network’s permutation-equivariant
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symmetry needs to be broken by assigning different embeddings to different indices of 4. There are

several possible natural choices here, which are all of practical interest:

* Deterministic positional embeddings. Fix positional embedding matrices P € R'™4 E ¢
RIOIXd 3nd a special direction vpcis; € R4, such that the 7'+ 3 vectors {P;, }thl U
{E;.}jco1 U {vrcs } are an approximately orthonormal basis for R? (see below). The in-
put to the Transformer is then X = E, + P, where £, € R7*4 guch that (Epls: = Ep,..
foreachr € [7]. In the fif.scalar formulation, we choose the auxiliary input x5y to be the
constant vector vicsy. This closely matches applications of Transformers in NLP (Vaswani

etal, 2017).

* Trainable positional embeddings. Like the above, but Pis a trainable parameter; we still re-
quire approximate orthogonality of { £ }ic01 U {rcis; }- Itis also possible to consider
the case where £ and v(c s are trainable (matching the way token embeddings are trained
in practice). This becomes important in the regime of large vocabulary sizes that require
embeddings to capture shared information between tokens; however, this is not necessary
for our constructions, as we limit our consideration to binary tokens. This simplifies our
constructions and improves statistical rates; additionally, it is a popular and well-studied al-
ternative (Vaswani et al., 2017; Devlin et al., 2018; Radford et al., 2018, 2019; Brown et al.,

2020).

RTXd

* Bag of vectors. Fix amatrix V' € with approximately orthogonal rows (like the deter-

ministic P), but choose the Transformer input

X := Vdiag(b).

This construction replaces positional embeddings with positional “indicator vectors” which
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can be swapped between any of the Transformer’s input positions. It has the advantage of
being symmetric with respect to permutation of the Transformer’s input positions: it turns

out that

ﬂf—scalar( Vdiag(b)) :ftf—scalar( VHdiag(b)),

forany 7" x T permutation matrix IT. Itis also the most natural construction when consid-
ering the composition of sparse Boolean functions across multiple layers: a layer can output

combinations of the basis rows v; for further function composition, like Boolean gates.

APPROXIMATELY ORTHONORMAL BASIS.  Each of the Boolean function approximation con-
structions will rely on a basis set of vectors, which will be used as positional embeddings (or the
variable indices in the bag-of-vectors construction). We will fix a set of approximately orthonormal
vectors {v; : ||og]] = 1}L, in R% for each 7 # j, we have o] o] < A. When A = 0, the maximal
T’ for which such a set exists is d; for A € (0, 1), the Johnson-Lindenstrauss lemma (Johnson etal,
1986) implies that the maximal set of is of size exp(®(dA?)). For given choices of d, A and a max-
imal {01, ..., vy}, our construction is valid for contexts of length 7" < 7. For the special vectors
€0, €1, vreLsy, we will assume that these are exactly orthogonal to the v; and each other, so that the v,
must be a basis in dimension at least 4 — 3. This is for clarity only— it reduces the number of error

terms to propagate through the analysis.

RT%4 e will

SELF-ATTENTION BLOCK. In each construction (which specifies an input X €
specify the parameters Wo, Wy, Wy, Wc,w = e of a scalar-output Transformer fif.scalar, Which
takes an input X' € R(TH)xd, he auxiliary token input will be the constant vector xpcis; =

Vresy € R%. The internal activation function & is chosen to be the identity. Summarizing, the



tunctional form of fif.scalar € Ftf-scalar in these constructions is
T T v T
Fetscatar (X; Wo, Wi, Wy, We,er) = softmax (U[CLS] WoW X )XWVWCel.

In the intermediate lemmas, it will also be useful to consider the corresponding attention head out-
put

Fit-head (X W, Wi, Wy, We) = softmax (ULSJ Wy W}XT) XWyWe,

and its projections ff.-head © 1, onto the first dj,;oj coordinates.

FEEDFORWARD NETWORKS. ~ We establish some notation for feedforward networks. An L-layer
feedforward network, with activation functions : R — R and dimensions dj, . .., d 41, is pa-
rameterized by weight matrices 17; € Réit1xdi 3nd mapsx € R to y € RAL+1 by the iterative
equations

le = a'(xTI/VI),
yl—':—l ::a-(yz—'rVI/Z')ﬂ l.:17~~'7L_17
fmlp(X; VVl, Ceey WL)T :yT :yz— w;.

When dr41 = 1, we will use the notation w instead of 177 It will be convenient to incorporate bias
weights by introducing an extra input coordinate /7; € R@+171)>4: and augmenting the linear

function accordingly:

¥ Wie [y 4w

SELF-ATTENTION COMPOSED WITH A FEEDFORWARD NETWORK.  The full definition of the
Transformer layer composes a self-attention layer (fi jayer : R7*?¢ — R7*?) with a position-wise

feedforward network (/i : R4 — R%). We will use this combination of modules to establish our
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function approximation results: fi.jayer acts as a sparse bottleneck, while /i1, approximates an arbi-
trary function of the selected coordinates. For our single-layer constructions, it is most convenient
to establish notation for a scalar-output Transformer with a feedforward network. To this end, de-
fine Fif 1 mip to be the function class with the same Score, Norm, ¢, functions as in Fif_scalar (thus,
the same parameters Wo, Wi, W), with identity activation function, but a feedforward neural
network replacing the linear ¢ and w. Concretely, with L = 3 and the ReL.U activation function

(+)+> Ftf+mlp contains functions of the form

fsmp(X:6) = (0TI 12) w

y = softmax (vfs, WoWEX ") XWy Wew,

with parameters 6 := (Wo, W, Wy, Wc, Wi, Wa, w).

MULTIPLE SELF-ATTENTION HEADS.  The final component we will need for the function ap-

proximation setup is multi-headed self-attention. We will extend the definition of the single-headed

ftf-head O
b b b e & b b b b
ftf-heads <X; { Q}7 W{K]v V}7 VV{C]}b1> = Zﬁf-head <X§ W{ }7 VV{K]a W{V]v VV{A) )
N h=1
and substitute this definition into f¢f 4 mIp, when discussing a multi-headed construction.

CLASSES AND PROPERTIES OF BOOLEAN FUNCTIONS.  We will call a Boolean function f :

{0,1}7 — Y T-sparse if it only depends on a fixed subset Z C [7] of its inputs:

by="0. VieI = flb) =AV).

z
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Overloading notation, if Z = s, we will also call fs-sparse. We will call an Z-sparse Boolean function

fsymmetric if its value is invariant under permutation of the indices in Z:
{i€Z:b;=1}=|{ieZ : t.=1} = Ab) =AV).

Further, we will call an Z-sparse real-valued symmetric Boolean function £: {0,1}? — Y monotone
if /{b) is monotonically increasingin 7 := |{7 € Z : b; = 1}|. If, for some y > 0, it holds that
Ar+1) > flr) +yforeachr = 0,...,s — 1, we call fy-strictly monotone. A vector-valued Z-sparse

Boolean function f£: {0,1}7 — R¥ is y-injective if

I78) =)o 2 7

for each b, &' that differ at some position 7 € Z; fis called B-bounded if ||A()|| ., < Bforallb €

{0,1}7.

UNIFORM APPROXIMATION. ~Forsomee > 0andafunctionf : {0,1}7 — R?, we say that

;[ € F e-uniformly approximates funder the mapping & — X(b) if

H?(X(b)) —ﬂb)Hw <e  Whe{onT

A.2.2 Results

We give an overview of the function approximation results under each input mapping & — X(5), as

a multi-part proposition:

Proposition A.18 (Sparse variable creation with Transtormers). The function classes Fi.scalars Ftf+mlp

contain the following classes of sparse Boolean functions:
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* Deterministic positional embeddings: For any T, Fif.scalar can approximate a particular
monotone symmetric Z-sparse f, with Transformer weight norm bounds from the real-
valued construction in Lemma A.19. Fif 4 mip with 1 head can exactly represent any sym-
metric s-sparse f, with the same bounds on Transformer weight norms, and feedforward
network weight norms scaling as O(poly(s)). Fif+mip with s heads can exactly represent any
s-sparse f, with Transformer weight norm bounds from the vector-valued construction in

Lemma A.19, and feedforward network weight norms scaling as O(poly(s) - 2°).

e Trainable positional embeddings: For any T, Fif.scalar can approximate a particular mono-
tone symmetric Z-sparse f, with positional embedding and Transformer weight norm bounds
from the real-valued construction in Lemma A.20. Fifymip with 1 head can exactly repre-
sent any symmetric s-sparse f, with the same bounds on P and Transformer weight norms,
and feedforward network weight norms scaling as O(poly(s)). Fif+mip with s heads can
exactly represent any sparse f, with P and Transformer weight norm bounds from the vector-

valued construction in Lemma A 20, and feedforward network weight norms scaling as

O(poly(s) - 2°).

* Bag of vectors: For any Z, Fif.scalar can approximate a particular monotone symmetric Z-
sparse f, with Transformer weight norms from Lemma A.21. Fif{ mip with 1 head can rep-
resent any symmetric s-sparse f, with the same Transformer weight norm bounds, and feed-
forward network weight norms scaling as O(poly(s)). Fif+mip with 1 head can also exactly
represent any s-sparse f, with the same bounds on Transformer weight norms, and feedfor-

ward network weight norms scaling as O(poly(s) - 2°).

The formal statements are obtained by (/4)-uniformly approximating a y-strictly monotone
or y-injective function with self-attention alone (Lemmas A.19, A.20, A.21), then applying a ro-

bust universal function representation construction (Lemmas A.22, A.23) appropriately. They are
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organized as follows:

Lemma A.19 (Deterministic P, no MLP). Suppose X(b) = P+ E}, with deterministic P. Let T C [T]
suchthat |Z| = s < d,k,and A < 1/s. Then, forall0 < y < 1, there exists a 1-bounded, (2/s)-
strictly monotone symmetric L-sparse Boolean function g7 : {0,1}7 — R and Transformer head
parameters such that fis.scalar (X(b); Wo, Wi, Wy, We,w = e1) (y/4)-uniformly approximates gz.
The norms satisfy

g ()

|77, < A Wkl <s, vl <2, [Wellp <1

Also, there exists a 1-bounded, 2-injective T-sparse Boolean function gy : {0,1}7 — R’ and s-headed
Transformer parameters such that fif head (X (b); {VV{QM, VV{I@, VV{ﬁ], W{Cb] }; ) o I1, uniformly
=1

approximates gjz. The norms of each head satisfy

8T
sl <5 s e e

1—sA

Lemma A.20 (Trainable P, no MLP). Suppose X(b) = P + E}, with trainable P. Let T C [T] such
that |Z| = s < d,k. Then, forany0 < y < 1, and with the same g1 asin Lemma A.1 9, there
exists P and Transformer head parameters such that fi scalar(X(0); Wo, W, Wy, We,w = e)

(y/4)-uniformly approximates gz. The norms satisfy

T 8T
L 1 e o DG N L P [ CPEE

Also, for the same g’ as in Lemma A.1 9, there exists P and s-headed Transformer parameters such that

[if-head (X(b); {VV{Qh], VV{I?], I/V[ﬂ, VV{g]} ) o I1; uniformly approximates fz- The norms of each

5
h=1



head satisfy

L e 5 R L O A REE A L

Lemma A.21 (Bag of vectors, no MLP). Suppose X(b) = V + diag(). Let T C [T] such that
|Z| = s < d,kyand A < 1/s. Then, forall sA < y < 1, there exists an s-bounded, (1/s)-strictly
monotone symmetric L-sparse Boolean function g7 : {0,1}7 — R and Transformer bead parameters

such that fi.scalar(X(0); Wo, Wi, Wy, We,w = e1) (y/4)-uniformly approximates gr. The norms

satisfy

<8T:(1+A)>
y—sA
HWQHF§ A [Wklr<s+1, [7vllp < 2s, [Wellp < s

Also, there exists a 1-bounded, (1/s)-injective T-sparse Boolean function gy : {0,1}7 — R’ and Trans-
Jformer head parameters such that fihead(X(b); Wo, Wi, Wy, W¢) o I, uniformly approximates

&7 The norms satisfy the same bounds as above.

Lemma A.22 (Monotone to symmetric functions via MLP). Letf : {0,1}7 — R be any real-
valued symmetric s-sparse Boolean function with index set T. Let Wo, Wi, Wy, W be the parame-

ters of a funa‘z’on
Fithead (X; Wo, Wi, Wi, We) := softmax (U[TCLS] Wy W}XT) XWyWe,

and let T1; : RY — R be the projection onto the first coordinate. Suppose that under some mapping
b — X(b), fif-head © L, (y/4)-uniformly approximates a B-bounded y-stricely monotone symmetric I-
sparse Boolean function g : {0, 17— R, for some y. Then, there exists a function fif4mlp € Ftf+mlp

with the same weights Wo, Wi, Wy, W, and 3-layer feedforward network weights Wy, W), w,
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such that

Jfrfrmip(X(8)) = f1b), Vb € {0,1}7,
with dimensions (dy, d3) = (4(s + 1), 2(s + 1)) and weight norms satisfying

8 max(1, B) 8s
il < 220D <5 el < ma 100

Lemma A.23 (Injective to arbitrary functions via MLP). Letf : {0,1}7 — R be any real-valued
s-sparse Boolean function with index set T such that |I| = 5 < d. Let Wo, Wy, Wy, W be the

parameters of a function
Fishead (X; W, Wi, Wi, We) 1= softmax (U[TCLS] Wy W,IXT) XWyWe,

and let T1, - RY — R be the projection onto the first s coordinates. Suppose that under some mapping
b+ X(b), fifnead © IL, (y/4)-uniformly approximates a y-injective function g = {0,1}7 — R¢
satisfying | g(b)|| o < B. Then, there exists a function fisymip € Fif4mlp with the same weights

Wo, Wi, Wy, Wc, and 3-layer feedforward network weights Wy, W, w, such that

ftf+m|P(X(b)) :f(b)v Vb € {07 1}T7

with dimensions (dy, d3) = (452°,2 - 2°) and weight norms satisfying

8 max(1, B) 8s
114 < —T7 w: < —, wl|l_ < m b)|.
H lHoo = y H 2Hoo = y || Hoo —= be{&i{}rm )‘
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A.2.3  Useful lemmas

We will use a construction which approximates a “hard selection” of s indices using the softmax
mixture; for this, we will need to quantify the approximation error when the inputs to the softmax

function are bounded.

Lemma A.24 (Softmax truncation). Letz € (R U {—o0o}) such thatz, > R foreachl < r <
andz, < 0 foreachs+1 <t < T. Defines € (RU {—oc})  sothatz, = 2 for1 <t < s, and

7y = —00 fors + 1 < t < T. Then, letting ¢~ °° = 0 in the definition of softmax(-), we have

T—s < 2T
sexp(R) ~ exp(R)’

||softmax(2) — softmax(z)||, < 2

Proof. We have

s T
Hsoftmax(z’) — softmax(z)H1 = Zexp(zt) < 1 — 1 > + Z _exp(a)

— 1Texp(z) 1T exp(2) P 1T exp(z)
The first summation is equal to

B 17 exp(2)) c I=s

1
1Texp(z) ~ sexp(R)’

while the same upper bound holds for the second summation, since each term is at most Jexpﬁ'

O
Our results on approximating arbitrary sparse Boolean functions will depend on a generic con-
struction for robustly approximating an arbitrary function f : R4 — R with a feedforward neural
network. For simplicity of presentation, we use a standard” 3-layer ReLU network construction,

which exactly represents a piecewise constant function in specified regions.

“For example, this follows from the discussion in Chapter 4 of (Nielsen, 2015).
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Lemma A.25 (Exact function representation with a 3-layer ReLU net). Lez f : RY — R, and

letxi, ... %, € RY suchhat ||x;||,, < Bforeachi € [n],

X —xjHoo > 40 foreachi # j €
(n. Then, there is a 3-layer feedforward network with ReLU activations, with parameters W €

R(df—kl)xdz’ W, € RUtDXds o) c RB* sych that

fmlp(xz‘ + Z) :f(xl')
Joralli € [n] and ||z||,, < 0, where ReLU(x) := xy = max(0, x) is applied entrywise, with
dz = 4ndf, d3 = 271,

1w, < "0

d
Pl < Tl < max|fi).
i€[n]

Proof. First, we construct a one-dimensional “bump” function basis, and propagate the Lipschitz

constants. A threshold function with a linear “ramp” of width d can be obtained from a linear com-

bination of 2 ReLL.U functions:

v3(x) = (x/0+ 1)+ — (x/0)+ = {x/0+1 —8<x<0-

Next, we construct the bump function

V(%) == v3(x) — v5(20 — x).

By this construction, we have y;(x) = 1for0 < x < 29and ¢;(x) = Oforx < —dandx > 30,

*Here, 11, W) have bias terms; w does not.
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interpolating linearly on [—9, 0] and [29, 39]. Next, define

¥y(2;x0) 1= ¥y(x — %0 + 9)

o x—x0+2 . x—x0+1 . xo—x+2 + X()—x+1
IR N 3 N 3 N 3 N

so that ¥;(x;x0) = 1for |x — x| < 9, ¥;5(x340) = 0 for |x — x| > 20.

We construct the first layer 17; € RE+D*(#) ying these bump functions: indexing the 47d

dimension by (b € [4],7 € [n],j € [d]), we construct

1 1
i o
[Wl]27(1,l‘,5) = ’ [VVI]:v(Zzl":) = ’

—% 42 17 St

_‘l;] —%1
[WI]:,(371',:) = ’ [Wl]:7(47i,:) = ’

T 1T
101 31

so that

([x 17 [[Wl]j,(l,z',:) [} 2) [71]1,3.4.0) [Wl]j,(4,z',:)]>+ 1 -1-11" = V(6 [xi];)-

The second layer is used to construct 7 activations which are indicators of whether x is in the
neighborhood of each x;. For each x;, we will simply average the df one-dimensional indicators for
each coordinate, and implement a threshold function v, /d f(l —x). We choose 17, € R (4ndpt1)x (Zn)’
with the 4ndy + 1 dimension indexed by (4, 7, /) and an extra bias dimension L, and the 27 dimen-
sion indexed by (¥’ € {1,2},7 € [n]) so that

[WZ](b,i,:),(h’,i’) = [1 -1 -1 1]19 : 1[1‘ = /} - =1,

Q| =
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d d
72l =1- Kfv [(Wal 1 e = _Kf.

Finally, the third (output) layer w € R?*, with dimensions indexed by (b € {1,2},7 € [x]),

multiplies the indicators of each x; by the desired f{x;):

wiy = LX), way) = =)

Forany xy € R¥, let By(x) be the set of x such that || — x| ., < 8. By this construction, for

each x € Bj(x;), we have f{x) = x;, as required. O

Note that we use 3-layer ReLU networks for function approximation in order to minimize the

introduction of unnecessary notation. Some minor remarks:

¢ It would be routine to replace this construction with any architecture which can represent
an arbitrary function approximately (Hornik et al., 1989; Cybenko, 1989); this includes the
2-layer feedforward networks (and nonlinear activations other than the ReLU) which are

typically used by Transformers in practice.

* Itis possible to embed this construction in fif 4 mip with a 2-layer ReLU network, by using

(We, Wi, W3) and introducing a nonlinearity after ¢, without changing the results.
* Whend; = 1, W, is unnecessary (one can represent f directly using the bump function
basis).
A.2.4 Beyond Boolean domains

These representational results are stated with a Boolean domain {0, 1} for clarity and simplicity
of presentation; this is not essential or fundamental to these constructions. Generalizations to the

following input domains are straightforward:
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* Discrete categorical tokens {1, ..., M} T Use M orthogonal token embeddings, instead of
only 2. The “sparse function approximation” construction uses s/4* instead of 52’ parame-
ters. The smaller (poly(s)-parameter) representation of symmetric Boolean functions has no

clear analogue.

* Continuous inputs on a bounded domain (e.g. [0, 1]7). The (fixed or trainable) positional
embeddings can still select the s sparse indices. Replace the discrete ReLU network construc-
tion with any continuous universal function approximation construction. The “bag-of-

vectors” formulation has no clear analogue.

The capacity results from Section 4.4 hold for any input domain, as long as the embeddings are

bounded in the ||-||2,00 norm. Note that Transformers are predominantly used with discrete inputs.

A.2.5 Proofs

Throughout the constructions in each case, we will refer to standard coordinate bases in several

spaces:

* £y, E € R4 denote the embeddings of the 0,1 tokens £ ., E; .

. efk), . ,el(f) denotes the standard basis in R¥.

d ..
. el(. ) denotes the standard basis in R%.

(7)

ce ... ,e(TT), 5%25] denotes the standard basis in R7*! with the special [CLS] index.

* Recall that the v; form a A-approximate orthonormal basis for R4, Urcisys €0, €1 are exactly
orthogonal to each of them as well as each other, and d is chosen such that these conditions

can be met.
Let 7(7) be a unique bijection between 7 and [s]. Let vz := ) 7 0.
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APPROXIMATE VECTOR EQUALITY. We will use # ~ o to denote that two vectors #,» € R%

satisfy ||l — v|| , < e.

Proof of Lemma A.19. We construct attention heads such that the softmax mixture always selects
the indices in Z.
Single head, deterministic 2. We seck to approximate the 1-bounded, (2/s)-strictly monotone

function

1
}ZZN

i€

where y, = +1if b; = 0 and —1if b; = 1. Set

T k)T T k) (d)T
Wo Z:RU[CLS]EE) ., Wy = vzeg) , Wy.= (Eo—El)ef) , WC::eE )ep ,

where R will be chosen later. Then, by approximate orthogonality,

T T v 1 T T T T T pl T
Vs WoWEX" = ol WoWE(P+ Ey) T = vl WoWEPT mpa RY 7
€T

By Lemma A.24,

1
softmax (v[TCLS] Wo WIIXT) — ZelmT

ped ~ exp(R — 2RsA)’

2T
<
1
Finally, we have
xwyWe=Ewywe= Y 7" | 97,
zE[ﬂ

so that by Hélder’s inequality,

d 1
fif-head (X) o IT; = softmax (UE—CLS] Wo W[—EXT> XWVWCé ) N ar - Z)(l--
exp(R—2RsA)  § el
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To get (7/4)-uniform approximation, we choose

8T
o log ( y )
1—s5A
Multiple heads, deterministic 2. For b =1, ... s, and the same R as above:

VV{Qh] = Rv[CLS]L{k)T, VV{I?] = Unfl(b)fik)—r, VV{ﬁ] = (Eo —El)egk)—r, VV{g] = e§k)62d)—l—.

This is the same construction as above, but each head only selects one of the coordinates in Z. Thus,

by the same analysis,

N (@
Sif-head (X) o T1; N e z;?(ﬁ’n(i)'
S

This function is clearly 1-bounded and 2-injective. O

Proof of Lemma A.20. The constructions closely follow Lemma A.19, but are simpler.

Single head, trainable P. For each 7 € Z, set the trainable positional embeddings to be

vy (€T
Pz',: -
0 otherwise
Set
T k) ()T
Wo:= Rv[CLS]efk)T, Wk := vlefk)—r, Wy = (Ey — E1)€§/e) , We:= e§ )ef )

Now, we have (with equality)

.
o WoWEX =R S 41T,
i€
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so that Lemma A.2.4 gives

1
softmax (v[TCLS] Wo W}XT) - - Z LD

Like before, we have

’ 1
fithead (X) o IT; = softmax (U[TCLS] Wy W}XT) XWyWe? ~ D
i€

To get (/4)-uniform approximation, we choose

» <8T)
o
*\7

Multiple heads, trainable P. For each 7 € Z, set the trainable positional embeddings to be

RO
z
n(l) IS
Pz‘,: =
0 otherwise
Forbh =1,...,s and the same R as above:
P R, W OB (5 BT, ) OO

This is the same construction as above, but each head only selects one of the coordinates in Z. Thus,

by the same analysis,

ﬁf-head( OH ~ _or Z}(l n(

exp(R)

Proof of Lemma A.21. This input mapping does not use position embeddings, and does not need
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multiple heads to implement arbitrary (non-symmetric) functions. The constructed monotone and
injective functions are slightly different, but the proof strategy is very similar. The key difterence is
that the softmax mixture is uniform only on the positions 7 € Z where b; = 1.

Bag of vectors, scalar output. The function we will approximate is defined as follows:

r—s

gz(r) == T where » = Ezzbz‘, s=|Z|.

Note that this function is (1/s)-strictly monotone, and has absolute value bounded by s. Set

k)T k)T
WQ = RU[CLS]€§ ) 5 W[( = (UI + l)[c|_5]>€§ ) 5

]
kT k k) ()T
=3 0T s (Z gg(g.)) e T

i€ i€l i€

where R will be chosen later. Then, by approximate orthogonality,

T
UEFCLS] WQ W]EXT X RsA R (U[CLS] + Zblfl(T) > y
i€l

so that by Lemma A.24,

2T
~ exp(R — 2RsA)’

1
softmax (v[TCLS] Wo W}XT> T (6’%2;} + Z bz‘fz('T)T>
i€l

1

Finally, we have

XWVWC«?YZ) = _SEEQS] + Z bz‘ : UZTUZ : el(T) ~A _5(-’%({35] + sz‘gl('T)v
i€[T] €T
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so that

If:cf—head (X) oIl —gz(”)’ <

1 T T
softmax (v[TCLS] Wo W;XT) iy (eEZ?S] + Z bl‘el(-r) )
icT

1
+ HsoftmaX (v[TCLSJ Wo WJEXT) H1 (4)

2T5(1+ A)

———— +sA.
~ exp(R — 2RsA) +

To get (7/4)-uniform approximation, we choose

5(1+4)
()

Bag of vectors, s-dimensional output. We use the same construction as above, except

- (k) @T
We = Zen(l.)en(i) .
i€l

This will allow us to approximate the function

Py L ()
g(b) =~ 'EZI(Z% = 1Dey )

which is (1/s)-injective and has absolute value is bounded by 1. Then, for each 7 € Z, we have

d
XWVWCQ(« ) = —e@s] + UZTUI . e‘fn A _€E251 + bl'e(T)

i .
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Repeating the above analysis for each coordinate, we have

fcf-head (X) oIl = g%(r)’

where a slightly tighter bound
2T(1+5A)

= 2TUTB) A
c exp(R — 2RsA) *

comes from the fact that ’X Wy chz(-d) H is now bounded by 1 instead of 5. The previous choice
(o]

of R suffices for (y/4)-uniform approximation. O

Proof of Lemma A.22. This follows by instantiating Lemma A.25 with 0 = /8, dp = L,n =
s + 1. Notice that a (7/4)-uniform approximation of a y-strictly monotone function satisfies the

conditions needed for Lemma A.25. O

Proof of Lemma A.23. This follows by instantiating Lemma A.25 with . = y/8, dr = s,n = 2"
Notice that a (y/4)-uniform approximation of a y-injective function satisfies the conditions needed

for Lemma A.25. ]

A.3 DETAILS FOR EXPERIMENTS

A.3.1  Empirical scaling laws (Figure 4.2)

In this section, we provide details for the sample complexity scaling law experiments, which are
the main empirical verification of the log 7"dependence of the sample complexity arising from the

analysis.

Data.  Synthetic supervised learning tasks corresponding to learning a 3-sparse conjunction were

generated by the protocol described in the main paper, parameterized by sample size 7 and context
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T: in each trial, one of the (Q subsets of indices was selected uniformly at random”, under i.i.d.
Bernoulli inputs x; ~ Bern(p). Here,p = (1/2)!/3 was chosen so that the classes are balanced
Pr[y = 0] = Pr[y = 1]. m samples were drawn this distribution to form a training set (rejecting
training sets which were compatible with multiple hypotheses), and 10* samples were drawn from
the same distribution as a holdout validation set. The grid of problem instances was constructed as

follows: 7' € {100,150, 200, . ..,750,800} U {900,1000, 1100}, m € {50,60,70, ..., 200}.

TRAINING. A 1-layer Transformer network (with a scalar output at a special trainable token
¥pcLs) at an extra index [CLS]) was trained with Adam (Kingma & Ba, 2014) and full-batch gra-
dients of the cross entropy loss for binary classification. 40 independent trials were performed
(re-randomizing the dataset generation); each trial was restarted (with fresh random initialization
and dropout masks) 5 times before being labeled as a failure. Cross-validation was performed on a
holdout sample of size 10* every 10 iterations. At the end of 1000 training iterations, the trial was
counted as a success if the maximum validation accuracy throughout training was greater than 0.99.
(In 100% of runs, the training loss was driven to < 104, with 100% training accuracy, within 1000

iterations.)

ARCHITECTURE. Like (Chen etal,, 20212), our experimental setup is based on a popular Py-
Torch implementation (https://github.com/karpathy/minGPT), with some optimizations for
taster 1-layer training and inference. This implementation includes widely-used architectural details
(GeLU activations; dropout) which were not discussed in the theoretical analysis; refer to the refer-
enced repository for details. All hyperparameter settings left undiscussed are taken from the default

settings in this codebase.

*Note that due to the permutation-symmetry of the Transformer architecture (as long as the position
embeddings are initialized with a permutation-symmetric distribution), it is equivalent to select Z = [s]. Also,
by symmetry of the initial token embeddings, AND and OR are interchangeable in these experiments and
results.
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HyPERPARAMETERS. A fixed architecture was used (d = 64,k = 4, 16 parallel heads), with
trainable positional embeddings initialized with Gaussian entries NV'(0, 02), o = 0.02, 3 input to-
ken embeddings (corresponding to 0, 1, [CLS]), and 2 output embeddings (corresponding to the
possible labels 0, 1). For regularization mechanisms, typical choices were used: 0.1 for {attention,
embedding, output} dropout; 1074 weight decay. The Adam optimizer was instantiated with typi-

cal parameters 7 = 1073, 8, = 0.9, 8, = 0.999.

INFRASTRUCTURE AND COMPUTATIONAL cOSTS.  All experiments were performed on an inter-
nal cluster, with NVIDIA Tesla Proo, NVIDIA Tesla P40, and NVIDIA RTX A6ooo GPUs. Each
training run took at most 10 minutes (with most computation time spent on cross-validation), for a

total of ~ 150 GPU-hours.

A.3.2 Other figures

EXAMPLE TRAINING CURVES.  Figure 4.3 (left) shows the best training curves (in terms of high-
est validation accuracy) out of 5 restarts for all 40 replicates, in the settings 7 = 300,72 = 200
and 7" = 300,m = 50. As the sample size 7 decreases, the trained models overfit with higher

probability; when they overfit, they differ significantly in validation accuracy.

ATTENTION WEIGHTS. In Figure 4.3, the normalized attention weights at the [CLS]position are
shown for a Transformer model trained for soo iterations with 7' = 50, 7 = 300 (achieving 100%
validation accuracy on 104 holdout samples), for 100 validation samples (which each induce differ-
ent attention weights, shown in the scatter plot). One key difference (for simplicity of visualization)

is that this network only has one attention head, with embedding dimensions d = k& = 64.

PariTy. These experiments use the same architecture as the main AND experiments, except the.

In the loss curves presented in Figure 4.4, gradient-based training is done on streaming online losses
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(so that there is no training/validation split), with batch size 2048.

A.4 ADDITIONAL RELATED WORK

In this section, we discuss some additional related work.

DOMAINS BEYOND LANGUAGE. W provide a few references on the successful application of
Transformers to domains beyond natural language processing; this frontier is continually and

rapidly evolving.

¢ With minimal changes compared to the analogous natural language settings, Transformer se-
quence models have been applied to theorem proving (Polu & Sutskever, 2020) and program

synthesis (Chen et al.,, 2021b).

* Beyond sequence modeling: In self-supervised learning of image representations, the Vision
Transformer (ViT) (Dosovitskiy et al., 2020) has sometimes outperformed older convolution-
based architectures, particularly when pretrained on massive datasets. Further architectural
variants have been proposed for vision and other continuous modalities (Tolstikhin et al.,

2021; Lee-Thorp et al., 2021; Jaegle et al,, 2021b,a; d’Ascoli et al., 202.1).

* Natural sciences: A state-of-the-art pipeline for protein structure prediction (Jumper et al.,

202.1) features a self-attention-based component.

* Reinforcement learning: Transformer architectures have shown promise for planning (Jan-

ner et al.,, 2021) and offline RL (Chen et al., 20212).

EXPRESSIVE POWER OF TRANSFORMERS.  Several works establish results on the representational

power of self-attention architectures in regimes where the statistical guarantees are necessarily weak
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or vacuous (i.e. there are too many functions in the class). Dehghani et al. (2018); Yun et al. (2019);
Bhattamishra et al. (2020a,b) establish universal function approximation and Turing-completeness,
which have been known for previous architectures (Siegelmann & Sontag, 1995). Our work is a sig-
nificantly finer-grained analysis, in which we establish a hierarchy of function classes (indexed by
sparsity s) representable by these architectures, with tight (in terms of 7)) statistical guarantees. Hron
et al. (2020); Yang (2020) analyze properties of the kernels induced by Transformers at the infinite-
width limit. Quoting the discussion following Theorem 4.1 of (Wei et al., 2021), who show statisti-
cally meaningful approximations of TM using Transformers: “The correct norm-based Rademacher
complexity bound to use for Transformers is unclear.” The connection between Transformers and
circuits also appears in (Elhage et al., 202.1; Olsson et al,, 2022), with a different technical approach
(interpreting the classes of computations performed by attention weights and heads). Likhosherstov
et al. (2021) analyze the sparsity patterns representable by a self-attention head, with results super-
ficially similar to ours: when the embedding dimension is at least logarithmic in the context length,
all sparse matrices can be approximately realized by an attention head. However, their analysis is not
about the capacity of the function class: it quantifies over the input X, and holds the parameters
(Wo, Wk, . ..) to be constant (rather than vice versa). This finding serves as an interesting com-
plement to our result: even though the attention mixture weights can take on exponentially many

sparsity patterns for distinct inputs, the generalization error scales as log( 7).

INTERPRETING ATTENTION MIXTURES. A line of empirical work (“BERTology”) has made
progress on understanding and interpreting state-of-the-art Transformer language models by exam-
ining the activations of their attention mechanisms (Clark et al., 2019; Tenney et al., 2019; Rogers
et al,, 2020). In some cases, these works have found instances in which Transformers seem to have
learned features that are reminiscent of (sparse) hand-crafted features used in natural language pro-

cessing, without explicit supervision. Our analysis formalizes the intuition that self-attention heads

186



can represent sparse interactions within the context in a statistically meaningful way.

OTHER THEORETICAL WORK ON SELF-ATTENTION.  Kerg et al. (2020) analyze self-attention and
its benefits for learning long-term dependencies by establishing gradient norms bounds and showing
how attention helps address the problem of gradient vanishing in recurrent networks. In contrast

to our results that analyze the statistical and representational properties of attention-based archi-
tectures, this work focuses on the computational aspects of gradient-based methods on recurrent

networks with self-attention.

OTHER ATTENTION-BASED ARCHITECTURES.  Our analysis is amenable to computationally
efficient variants of the Transformer which use parsimonious (e.g. low-rank) approximations of

the softmax kernel, like the Performer (Choromanski et al., 2020). Building upon the success of
modern attention-based architectures, a large body of work (e.g. Goyal et al. (2020, 2021), and the
works cited within) has sought to design architectures which induce model sparsity and modularity.
Our analysis is relevant to any architecture that uses a softmax (or similar) bottleneck for statistical

capacity, and could inform design principles for norm-based capacity control of these architectures.

SYNTHETIC EXPERIMENTS WITH TRANSFORMERS. Power et al. (2021) train small Transformer
networks on synthetic algebraic tasks, and discover an abrupt phase transition from overfitting to
correct generalization similar to ours. Tay et al. (2020) propose some synthetic tasks for bench-
marking the ability of Transformer variants to capture long-range dependences. Chen et al. (2021a)
present a synthetic demonstration of extrapolation (inferring a maximum-reward path from ran-
dom walk observations) when using Transformers for offline reinforcement learning. Lu et al.
(2021) probe the transfer learning capabilities of pretrained Transformers, and consider some simple

Boolean tasks. Our experimental protocol of learning sparse Boolean functions provides a simple



and fundamental setting for elucidating computational and statistical properties of sequence model-

ing architectures.
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Hidden Progress

B.1 ADDITIONAL BACKGROUND, PRELIMINARIES, AND RELATED WORK

B.1.1  Parities: orthogonality and computational hardness

For each integer » > 1and nonempty subset of indices S C [], define the (7, S)-parity function
Xs(x) = [];c5%: i.e. the parity of the bits at the indices in S. We define the (7, S)-parity distribution

Ds over examples (x, y) as follows: the features x ~ Unif({£1}”) are uniform random bits, with
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labelsy € {1} given by the parity functiony = y(x). For0 < % < #, the corresponding
(n, k)-parity learning problem is the task of identifying an unknown size-£ set S (chosen at random),
using samples from Ds. With knowledge of £ but not S, a learner must use the labels to distinguish
between () possible “relevant feature sets”; thus, the statistical limit for this problem is log (}) =
O (klogn) samples.

This work leverages the parity problem as a “computationally hard case” for identifying the fea-

tures S which are relevant to the label. Observe that for any S’ C [#], it holds that

1 =98
sy @)] = B frg(x)y] = : (B.1)

wanigE:{il}”) (x)~Ds
0 otherwise

That is, a learner who guesses indices S cannot use correlations as feedback to reveal which (or how
many) indices in §’ are correct, unless .S is exactly the correct subset. In this sense, for the (7, £)-
parity problem, the (Z) — 1 wrong answers are indistinguishable from each other. Thus, the struc-
ture of this problem forces this form of learner (but not necessarily all learning algorithms) to per-
form exhaustive search over subsets.

Property B.1 (a.k.a. the orthogonality of parities under the correlation inner product) implies
that any function f: {1}” — R has a unique Fourier expansion (see, e.g. (O’Donnell, 2014)):

f) =Y ASrsx),  fs=

SCn] o~ Unif({£1}

) [Aes()] - (B.2)

In the statistical query (SQ) model (Kearns, 1998), Property (B.1) implies computational lower
bounds. In this model, a learner, rather than having access to examples drawn from the distribu-
tion, can query an oracle, which responds with noisy estimates of the query over the distribution.

Namely, each iteration the learner outputs a query ¢; : {£1}* — [—1,1], and the oracle returns
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some value v; satisfying |v; — E(,,)p [4:(x, y)] | < 7, for some tolerance parameter 7 > 0. It can be
shown that Equation B.1 implies that each query will have a non-trivial correlation only with a small
fraction (namely, 1/7%) of the possible parities, which then implies that an SQ algorithm which
solves the (2, k)-parity problem using 7 queries of tolerance 7 must satisfy 7/7% > Q(»¥). This
constitutes a lower bound on the number of queries (and/or on the tolerance), which indicates that
essentially, SQ algorithms cannot do much better than exhaustive search (going over all the possible
choices of size-k subsets).

It should be mentioned that the (1, k)-parity problem can be solved efficiently by a learning al-
gorithm that has access to examples (i.c., an algorithm that does not operate in the SQ framework).
Specifically, this problem can be solved by the Gaussian elimination algorithm. Moreover, it has
been shown that the (Stochastic) Gradient Descent algorithm, discussed in the next section, can also
be utilized for solving parities, given accurate enough estimates of the gradient and a very particular
choice of neural network architecture Abbe & Sandon (2020). That said, when the accuracy of the
gradients is not sufficient, GD suffers from the same SQ lower bound mentioned above (i.e., GD is
essentially an SQ algorithm Abbe et al. (2021)).

Learning sparse 707y parities, even at a very small noise level (i.e., o(1) or %) is believed to be
computationally hard. This was first explicitly conjectured by Alekhnovich (2003), and has been the
basis for several cryptographic schemes (e.g., (Ishai et al., 2008; Applebaum et al., 2009, 2010)). For
noiseless sparse parities, Kol et al. (2017) show time-space hardness in the setting where ¥ = w(1).
We present some experiments with noisy parities in Appendix B.3.6, finding that our empirical

results (and theoretical analysis) are robust to ©(1) noise.

B.r.2 Neural networks and standard training

Next, we establish notation for the standard neural network training pipeline. Our main results are

presented in the online learning setting, with a stream of i.i.d. batches of examples. At each iteration
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t = 1,..., T,alearning algorithm receives a batch of B examples {(x;, y..;)}2_; drawn i.id. from
Dg, then outputs a classifiery, : {+1}" — {1} IfE(, ) p[L[ii(x) # y]] < e (i 7; agrees
with the correct parity on atleast a (1 — ¢) fraction of inputs), the learner is said to have solved the
parity problem with error ¢ in ¢ iterations (#8 samples); the smallest # for which this is true is the
convergence time t.. A learner may also output an initial classifier o before observing any data.

This formulation permits zmproper function classes (i.e. other than parities over subsets ') for
the parity learning problem. In particular, we will focus on hypothesis classes of continuous func-
tions /1 {£1}” x ©® — R, which map to classifiers y(x) = sign(f{x; d))". When © is a vector
space over R, a ubiquitous online learning algorithm is gradient descent (GD). For a choice of loss
function £ : {#1} x R — R, initialization , learning rate schedule {#,}/_; C R and weight-decay

schedule {1,} L, C R, GD defines iterative updates

B
1
5t+1 — (1 - /11‘)61? - %vﬁ (B Z g(}’t,z’yf(xt,z? 5t))> ) (B-3)
=1

where f (the architecture) and £ are assumed to be such that this gradient (more generally, subgradi-
ent) is well-defined. In this context, on/ine and stochastic gradient descent (OGD/SGD) are equiva-
lent names for the update rule (B.3).

A fundamental object of study in deep learning is the multi-layer perceptron (MLP). In this
setting, a 2-layer MLP with width b and activation functions : R — R, parameterized by

WeR™ beR uec R, specifies the function
foe; Wb, n) = u' o(Wx+b),

where o(-) is applied entrywise. It is standard to use GD to jointly update the network’s parameters.

*When f{x; ) = 0 in practice (e.g. with sign initialization), we break the tie arbitrarily. We ensure in the
theoretical analysis that this does not happen.
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Our results include positive results about “single neurons”: MLPs with width » = 1. We note that
for our theoretical analysis, when training MLPs with GD, we allow for different learning rate and
weight decay schedule for the different layers.

Finally, we will analyze randomized learning algorithms, such as GD with random initialization
6o, whose iterates ¢; (and thus classifiers y) are random variables even when the samples are not. A
learning algorithm has permutation symmetry if, for all sequences of data {(x;;, 7: ) }, the classi-
fiers y; o 7 resulting from feeding {(7(x;), y.,;) } to the learner have identical distributions as 7
ranges over all permutations of indices. The neural architectures and initializations (and thus, SGD)
considered in this work are permutation-symmetric; for this reason, it is convenient for notation to

choose S = [k] as the canonical (7, k)-parity learning problem, without loss of generality.

B.1.3 Additional related work

FEATURE LEARNING USING GD ON NEURAL NETWORKS. A line of recent work has focused on
understanding the feature learning ability of gradient descent dynamics on neural networks. These
analyses go beyond the Neural Tangent Kernel (NTK) regime, where they show a separation be-
tween learning with fixed features versus GD on neural networks, for these problems. Several of
these works assume structure (often “sparse”) in the input data which is useful for the prediction
task, and helps avoid computational hardness. In contrast, our work focuses on studying hard prob-
lems at their computational limit. Here we discuss the most relevant works in detail:

A line of work (Diakonikolas et al. (2020); Yehudai & Ohad (2020); Frei et al. (2020)) focuses on
learning a single non-linearity y = o(w x) (typically o(-) is the ReLU or sigmoid) using gradient-
based methods. These works obtain polynomial-time convergence guarantees when the distribution
satisfies a spread condition. These results do not extend to the Boolean hypercube.

Daniely & Malach (2020) also study the problem of learning sparse parities using neural net-

works. One key difference from our work is that they assume a modified version of the problem,
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where the input distribution is not uniform over the hypercube, but instead leaks information
about the label. In particular, the distribution ensures that the relevant parity bits always have the
same value. Shi et al. (2021) generalize this setting by considering a setting where labels are gener-
ated based on certain class specific patterns and the data itself is generated using these patterns with
some extra background patterns. This also embeds information in the data itself regarding the label,
unlike our setting, where the labels are uncorrelated with the input features. Under these structural
assumption, the papers study how GD on a two-layer network can learn useful features in polyno-
mial time. Both these analysis also exploits the first gradient step to find useful features. Shi et al.
(2021) additionally require a second step to refine the features.

Baetal. (2022) show how the first gradient step is important for feature leaning. In particular,
they show that first update is essentially rank-1 and aligns with the linear component of the underly-
ing function. The functions we consider (parity) do not have a linear component.

Abbe et al. (2022b) define a notion of initial alignment between the network at initialization
and the target function and show that it is essential to get polynomial time learnability with noisy
gradients on a fully connected network. Our MLP results also exploit the correlation between the
gradient and the label to ensure that the gradient update gives us signal.

Frei et al. (2022a) also study learnability of a parity-like function with £ = 2 under noisy labels.
The paper analyzes early stopping GD for learning the underlying labeling function. Our setup is
quite different from theirs and can handle £ > 2.

In concurrent work, Damian et al. (2022) consider the problem of learning polynomials which
depend on few relevant directions using gradient descent on a two-layer network. They assume that
the distributional Hessian of the ground truth function spans exactly the subspace of the relevant
direction. Using this, they show that gradient descent can learn the relevant subspace with sample
complexity scaling as d? and not 4 where p is the degree of the underlying polynomial as long as the

number of relevant directions is much less than d. Their proof technique is similar to our two-layer
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MLP result which also exploits correlation in the first gradient step. However, for our setting, the

distributional Hessian has rank o and does not satisfy their assumptions.

STATISTICAL MECHANICS OF MACHINE LEARNING. An extensive body of work originating

in the statistical physics community has studied phase transitions in the learning curves of neural
networks (Gardner & Derrida, 1989; Watkin et al., 1993; Engel & Van den Broeck, 2001). These
works typically focus on student-teacher learning in the “thermodynamic limit”, in which the num-
ber of training examples is & times larger than the input dimension and both are taken to infinity.
One of the classic toy architectures analyzed in this literature is the parity machine (Mitchison &
Durbin, 1989; Hansel et al., 19925 Opper, 1994; Kabashima, 1994; Simonetti & Caticha, 1996). In
our work, we introduce PolyNets, a variant of parity machines in which the output is real-valued
rather than £1; and we theoretically analyze disjoint-Polynets, which are the real-output analogue of
the oft-considered parity machines with tree architecture. While much of the statistical mechanics
of ML literature focuses on an idealized training limit in which the weights reach a Gibbs distribu-
tion equilibrium, there is a strand of the literature that aims to characterize the trajectory of SGD
training in the high-dimensional limit with constant-sized sets of ordinary differential equations
(Saad & Solla, 1995b,a; Goldt et al., 2019). These papers discuss cases, including problems that
share aspects with 2-sparse parities Refinetti et al. (2021), where the network gets stuck in (and then
escapes from) a plateau of suboptimal generalization error. Recently, Arous et al. (2021) studied
(for rank-one parameter estimation problems) the relative amount of time spent by SGD in an ini-
tial high-error “search” phase versus a final “descent” phase, which is reminiscent of the framing of
Theorem 5.7. However, to our knowledge prior work has not shown £-sparse parities can be learned
with a number of iterations that nearly matches known lower bounds, nor has it specifically studied

phase transitions in £-sparse parity learning during gradient descent.
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LEARNING PARITIES WITH THE NTK.  Another relevant line of work studies learning the parity
problem using the neural tangent kernel (NTK) (Jacot et al., 2018). Namely, in some settings, when
the network’s weights stay close to their initialization throughout the training, SGD converges to a
solution that is given by a linear function over the initial features of the NTK. As shown in Theo-
rem 5.6, learning parities over a fixed set of features requires the size of the model to be Q(#*). In
contrast, the model size (number of hidden neurons) considered in this paper does not depend at

all on the input dimension 7. Nevertheless, the NTK analysis does give better sample complexity
guarantees than the ones presented in this work, with a somewhat more natural version of SGD.
For example, the work of Ji & Telgarsky (2019) demonstrates learning 2-sparse parities using NTK
analysis with a sample complexity of O(7?), which matches the sample complexity lower bound

for learning this problem with NTK (see Wei et al. (2019a)). Concurrent work by Telgarsky (2022)
shows that this sample complexity can be improved to O(7) once the optimization leaves the NTK
regime. However, this analysis is given for networks of size O(n” ), much larger than the networks
considered in this paper. We refer the reader to Table 1 in Telgarsky (2022) for a complete compari-
son of the sample-complexity, run-time and model-size bounds achieved by difterent works studying

2-sparse parities.

B.2 Proors

B.2.1  Global convergence for SGD on MLPs

For some even number 7, consider a ReLU MLP of size r:

r

fx;0) = Z wio(w] x + b;)

i=1



Where 7 is the ReLU activation o(x) = max{x,0},w;,...,w, € R b € R",u € R"and
we denote the set of parameters by 8 = {wy, ..., w,, b, u}. We denote by ul(-t), wl(-t), 5" and 6, the
value of the relevant parameters at iteration # of gradient-descent. For brevity, we sometimes denote
w;, = wl(-o), b, = bl(»o), u; = %l(o)‘ W.lo.g., we assume that S = [£],andsoy = X1 (x) = Hle x;.
Indeed, since the weights’ initialization we consider is permutation symmetric, this does not limit

the generality of the results. We take £ to be the hinge loss: £(y,y) = max{1 — yy, 0}. We use the

following unbiased initialization:

* Foralll <7 < r/2, randomly initialize

W~ Unif ({£117), 2% ~ Unif ({£1}), 6 ~ Unif({=1+1/k,...,1—1/k})

* Forall 7/2 < 7 < 7, initialize

© _ 0 40 _ 0 ©_ 0

w; = wz’—r/Z’ 7 i—r/2’ u, = —ui—V/Z

We start by computing the population gradient at initialization. Using the fact that £/(0,y) =

—y we get the following:

E [le.’j[(ﬂx; 90),}/)] =FE [—vaidﬂx; 90)} (B.4)
=K [—yul‘l {w; - x+b;> 0} xj] )

Forj € [k] we have:

E [V, (A% 60),y)] = —u;E IT x| t{w-x+2 >0}
7[R\ {7}
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Forj ¢ [k] we have:

E [V, (A% 60),9)] = —u;E |:(/ H xj/) H{w;-x+ b, > 0}]

"eku{it
Finally, we have:
E[Vy,0(f(x;60),0)] = —uE | | T] % | 1{wi -+ 2> 0}
"€ (k]
Denote

Lij = E [le.z/.f(f(x; 6)0)7)’)] s Vi T E [vb,ﬁg‘(pﬁ ‘90)’}’)]

For some function fand some subset S C [r], denote_?(S) = E[flx)y(x)].
Denote LTF,, ;(x) = 1{w - x + & > 0} and let Maj(x) = sign (3>__, x,) and observe that, if
b <1,

1 1
LTF, ;(x) = > + iMaj(w © x)

wherew © x = (w1, . . ., w,x,) € {£1}. Since {y¢}sc[, is a Fourier Basis, we can write Maj =

>sc [] Maj(S) and therefore:

1 1 1 1 —
LTF, (%) = 5 + ;Maj(w © %) = — + 5 D Maj(S)ys(w @ x)
SC[n]

11—
=5+3 > Maj(S)yg(w)ys(x)
SC[n]

So, forevery S C [n] with [S] > 1 we have ITT\Fw,b(S) = %I\//[Zj(S);(S(w) andso\l,/ﬁ:w’b(S)]

Lemma B.1 (O’Donnell (2014), Section 5.3). Fix some k, and assume that n > 2k*. Then, for every
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S C [n] s.t. |S| = kit holds that:

—
a

* Ifk is even: Maj(S) = 0.

e Ifkisodd:
g < (1) < a2

for some universal constants cy, co. More precisely,

1

()
(i)

N

—

Maj(s) = (—1)%

[N}

e [ —1
.o ( 1)<nl>
2

Observe that forall S C [z]s.t. [S| = kitholds that I\//[;j(S) = I\//[;J([k]) and denote &, :=

Maj([#]).

Therefore, by the previous lemma we get that for every even £ the following holds:

2., . Ak —1)23(.") _a (k+1)k _Sak (5.5
A clz(k+1)2/3(kil) Tan—kn—Fk+1) T q n? '

Also, observe that

Lemma B.2 (Fourier gap for majority). Fix some k and assume that n > 4k. Then, Majority has a
k—1
7

yy-Fourier gap at S of size k with y, = 0.03(n — 1)
Proof. First we establish a simple relationship between |§, | and |£,, ,|.

—1
2

Gl = 5_11) 2707 (nni11>
(1672) 2

X

n—1

k=1 (%) =
n—k
—H'@H‘-
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Here, the first equation follows from Lemma B.1, and the second equation follows by simple algebra

meri1(n)

r r—1

using the following equality: (') =

Now, we can bound the difference,

n—2k+1
|f/e—1‘ - ‘fk+1’ = ﬁ : |fk+1|

(1)
n — Zk + 1 % Zi(nil) <7l — 1)
=1 () T
=241 (n-1\TYP 2o
= k-1 k

k—

>0.03(n—1)" 7.

—

Here, the first equality holds from above, the second by Lemma B.1, the third inequality holds from

standard approximations of the binomial coefficients, and the last inequality follows from the fol-

lowing inequalities: z — 2k + 1 > (n — 1)/2 (by assumption on 7) and % > 0.03 (by

standard calculus). This gives us the desired result.

Lemma B.3. Assume that k is even and that n > 2(k + 1)2. Then, the following hold:

1. Ifje{1,... k} then:

1
gij= —E%ifk—l '?([/e]\{]'}(wi)

2. Ifje{k+1,... n}then:

1
Lij = _i”f‘fku 4 Velu{f}(w")
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Proof. 1fj € [k] then:

7=~ E [y (L TR, ()] = —LTE, (1) 71)

- _%”"quk] \ Uz gy (w:) = _%”Z{/«fl Xy (i)

Similarly, if / ¢ [£] we have:

gy = —uE [?([/e]u 1y ®LTE,,, (x)} = —u;LTF,, 4 (k] U {j})
1 — ' 1
= _E”iMaJ([/e] U {/});([k]u{].}(w,') = _E”ifk—i-l ‘Z[k]u{,-}(wz')
Finally, we have:

7, = ~uLTE,0,(]) = —uMaj([l)) = 0

O]

Lemma B.4. Ler 7 > 0 be some tolerance parameter, fix e € (0,1) and let y = 7] f,} . Assume that k

is an even number. Fix somewy, ..., wy, € {1}, by, ..., b, € (=1,1) and uy, ... ,u, € {£1}. Let

w; = —5g; and b= b; — 77,5t g — gilloo < Tand |7, — y,|| < 7. Assume the following holds:
* Foralli,j € [k] it holds that w;j = u; - sign &, ;.

1 41
Chi=—3+

Them e < — Bl any > PHeats)
? T 16ky/2nlog(2k /<) - q

ﬂx) = Zf:l o (@z' - X+ /b\l) mtz'sﬁex

there exists some i € RF with |[7l]| oo < Sk s.t.

IJ[';[E(]“(x) X8 (x)] < 16ek*n

Additionally, for all i and all x it bolds that |o(w; - x + /b\l)| <n+1
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Proof. We start with the following claim.
Claim 1: For all 7and for all j € [£] it holds that |@;; — 57| < ﬁ

Proof: First, observe that by the assumption it holds that for all 7, ; € [#],

i Xy (i) = i [1/;{{1}”’1/ (n; - sign&,_y)" ' = sign &,
VAS

Now, from Lemma B.3 we have:

1 1
&ij = *Euif/e—1 ')([/e]\{,-}(wz') = *§|fk—1|
and so

eyl <
FE | &7 T8 = g

L N P O DD N P 7
= 37| = | 3] = 1| £

Claim 2: For all 7and for all j > it holds that [w; ;| < ‘%;%Ljr

Proof: Using Lemma B.3 we have:

~ ~ ~ |Eetl > |G| +27
w; ;| = l--g i g — oy < —+ = ==
| ,;‘ V’gz/‘ ;7(|gz/| |gz/ g;/‘) ’7< B 26|

Claim 3: For all 7 it holds that [b; — b;| < -~

Proof": Using Lemma B.3 we have:

-~ T
166 = bil = 7l@i0l = 7lgej =&yl < 77 =z
7ol = 7leiy = &gl < 77 = e

Claim 4: Fix & > 0. Let b, be a function s.t. b;(x) = o(; Ek 1% + b;) and b; a function s.t.

Zi(x) = o(w;; - x + /b\,) Then, if 7 < g% andn > %}(22&/5), the following holds:
n Og 13 1

202



e Boaay () = Bil)| 2 9] <

BT

2. \Zl(x)\ <n+1

Proof: Letx ~ {£1}”,and denote ¥; = w; jx;. Denote A = ‘%J}tjf So, forj > k,%jisa

random variable satisfying |%;| < A. Furthermore, it holds that | [Zj> ‘ Ec]] = 0. Therefore, from

Hoeftding’s inequality:

2
nlog(2k/e

. nlog(2k/¢) £
sz oy = | s2ee | 0 =%
7>k
Now, fix some x's.t ‘Z 56" < A/ MBCY9) 1 this case we have:
> L2k Y| = 2 :
R k
) =B < |5 D by = et
j=1
1 N N ~
S Z ﬂxj — leJCj + Zw,dxj + b,’ — bi
=1 >k
< kt A nlog(2k/e) T
7 2 k|&, ]
_ (B +1) |Gl 27 [nlog(2k/e)
k|&,l 2k| &y -
(VIR 4 + rlogQHD) /TR
V2kl§,_| 2V2k|5 ]
< 7\/2nlog(2k/¢) N 27/2¢2+/log(2k /)
T kG ay/n
. . . . kl&,_ 2 log(2k /¢
where in the last inequality we use Eq. (B.s). So, choosing 7 < %% andn > 322%3(22/)
gives the required.
Claim s: Let 4y, . . ., by, be the functions defined in the previous claim. Then, there exists weights
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z

u* with ||#*||oc < 8ks.t. for ff(x) = Zf‘:l u; bi(x) it holds that /" (x) = 2y} () for all
x € {£1}"
Proof: Fori < k — 2 define u} = 8k(—1)"" and u] | = 6k, u] = —2k.
Proof of Lemma B.4: Choose # = #*. Using Claim 4 and the union bound, w.p. 1 — ¢ over

x ~ {£1}"itholds that for all 7 € [£], |h;(x) — /};l- x)| < 9. Therefore, w.p. > 1—¢
{£1} p

bi(x) — ZZ-(x)‘ < 8k%

k
<Y ]
=1

PACOR hi(x))

s0, choosing & = g7 we get that, w.p. at least 1 — ¢ over the choice of x it holds that f(x);([k] (x) > 1.

Additionally, for every x it holds that

E(x)’ < 8k (n+1) < 16k

k
)l < > |

Therefore, we get:

E [£(00),2(0))| < <E [00f00), () A () < 1]

< 5[53 [U‘(xﬂv(x);([k} (x) < 1} < 16ek*n

Lemma B.s. Assume we randomly initialize an MLP using the unbiased initialization defined

previously. Consider the following update:

1

w0 = (1= 20)wl” — 538 B = 0 — 5,7,
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where

vale(ﬂxoz, f0),90,1): va ((flx0.1560) y0,0)

Let k be even number. Then, for every e, d € (0,1/2), denoting v = mr ify = m’
n Og £ —
— .ok 2 21k log(2k/<) _
Ao Lr > k-2"log(k/d),B > 3 log(4nr/d) andn > > , wp. atleast1 — 20
1

over the initialization and the sample, there exists i € R” with |7l oo < 8k and |[7]|, < 8kVks.t.

Ax) = Z;l ur (wl(l) - X+ bl(-l)) satisfies

Ii][é(ﬂx),;([n] (x))] < 166k*n

Additionally, it bolds that ||c(W D) - x + bW)|| o < 7+ 1.

Proof. Note that by the choice of initialization it holds that f{x; w0)) =0, and by the assumption

on the loss function ¢/ (Ax; W(%)), y) = —y. Therefore, we get that E [V, {(Ax; W), )] = g
and E [V, 0(Ax; W), y)] = 5.

Claim: with probability at least 1 — 9,

forallz,; :

G —E [V l(fls W), )| | < rand [7,— E [ Vo, b(fm W) p)|| < =

Proof: Fix some 7, j and note that by Hoeftding’s inequality,

)

nr—+r

Pr (g, —Eg:| > 7] <2exp (—B7°/2) <

and similarly we get Pr [[7, — E7,| > 7] < %—Fr' The required follows from the union bound.
Now, assume that Eq. (B.6) holds. For some random w; ~ {=£1}”, the probability that w; =
w;y forallj,/ € [k] is 27*+1, Additionally, for some fixed #/ € [£], the probability that 4; = —3 —i—%

is ;. Therefore, for some fixed i € [r/2]and 7' € [k], with probability %, bi = by, =
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-3+ % and either w;; = u;sign &,y orw, /2 ; = t;4,5;5ign&,_. Takingr > k- 2k log(k/3),

we get that the probability that there is no 7 € [r/2] that satisfies the above condition (for fixed /') is:

R U (o)<l
pok1 ) =P\ Topme1) =

Using the union bound, with probability at least 1 — J, there exists a set of k£ neurons satisfying the

conditions of Lemma B.4, and therefore the required follows from the Lemma. ]

We use the following well-known result on convergence of SGD (see for example Shalev-Shwartz

& Ben-David (2014)):

Theorem B.6. Let M,p > 0. Fix Tand lety = % Let F be a convex function and u* €
arg min|,,, < fln). Let 1«0 =0 and for every t, let v, be some random variable s.t. E [vt|u(t)] =
Vo F(uD) and let u) = 4 — 50O, Assume that |o;||2 < pwp. 1. Then,

Mp

1 - t *
T;F(W) < Flu HTT

We prove the following theorem:

Theorem 5.5 (SGD on MLPs learns sparse parities; full statement). Let £ be an even number. As-
sume we randomly initialize an MLP using the unbiased initialization defined previously. Fixe €

(0,1/2) and let T > %, r > k-2klog(8k/e), B > 61_128k7/6n(kf1) log(128kn /<) log(32nr/e), n >

w. Choose the following learning rate and weight decay schedule:
a

* Atthe first step, use 5, = k‘le' , Ao = 1 for all weights.

441-5
n/r(T—1)

* After the first step, use , = 0 for the first layers weights and biases and 7, =

the second layer weights, with 1, = 0 for both layers.
* Bias terms are never regularized.
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Then, the following holds, with expectation over the randomness of the initialization and the

sampling of the batches:

E [min O(fox; 19,),)/)] <e¢
re[7]

Proof. Let Flu) = E, [((u o w4 b(l)),y)] and notice that Fis a convex function. For every

t, denote

B B
1 1 T
o= E Vo l(flxes; 6:),y) = 3 E V.0l <<u(t)) (WD, + b(l))d'z,t)
=1 =1

where we use the fact that we don’t update the weights of the first layer after the first step. From the
above we get E[v,|#)] = V(o F(u\").

Now, we will show that w.h.p. there exists #* with good loss. Let ¢’ =

_ £ _ |51
lék\/Zn log(128k3n /<) IGk\/ZVL log(2k/<")

&0 q| = (ke — 1)_1/3 (kfl) ! we get

¢ — £
64k2n’5l = ¢. Denote

. Observe that » > k- 2% log(k/4'), and using the fact that

28%% - nlog(12843n /¢)
- &

21kt log(2k /<)
—F.
a

log(32nr/d) = %log(/m;’/y)

and additionally » >
From the above, applying Lemma B.s with ¢’, ' we get that w.p. 1—¢/4 there exists #* € R” with
*||2 < 8kvks.t. Flu*) < ¢/4and for all  and all x it holds that ||c( WV - x + 61)|| o < 7+ 1.

Using this, we get:

B
1
ledl < 5 D I, 4+ 60,1l < vrln+1)
/=1

So, we can apply Theorem B.6 with M = 8kv/kand p = 2+/7 and get that, w.p. 1 — ¢/4 over the
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initialization and the first step, it holds that

T
1
E minT}E(f(x; 6’1),)/)} <E T—1 gf(f(ﬁﬁ 5’t)a)’)]

steps 2. T [re{2,...,

T
1 16k15\/rn
= JRE— ®) < — Y <K .
E T_1[§:2F(u )| <e/4+ NeS <¢/2

Now, that after the first step we have #(!) = 0 and therefore £(f(x; 61), y) = 1, and so we always have
min,e (7 £(Ax; 6;), ) < 1. Therefore, taking expecation over all steps we get:

E [m[i% UAx: ), y)] <e/2+4e/2=c

steps 1...T | r€

The simplified form B = Q(n* log( /<)) in the main paper comes from the fact that (,” ) <
#¥~1/(k —1)!. This 1/(k — 1)! factor dominates the other poly() factors. O

B.2.2 Recoverability of the parity indices from Fourier gaps

Given a network architecture where some neuron has a y-Fourier gap with respect to the target sub-
set S, we quantify how the indices in S can be determined by observing an estimate of the popula-

tion gradient for a general activation function o and w;:

Proposition B.7 (Fourier gap implies feature recoverability). For an activation function s : R — R,
let flx;w) = o(w' x) be the corresponding 1-neuron predictor. Let Ds be an (n, k)-sparse parity

distribution. Let g(w) be an estimate” for the neuron’s population gradient of the correlation loss L:

le(w) = B Vol fl )] lle < 7/2

. . . I . .
"For O(1)-bounded stochastic gradient estimators, O ( oygzn> samples suffice to obtain such an estimate.
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Then, for every w such that o (w' x) has a y-Fourier gap at S, the k indices at which g(w) has the largest

absolute values are exactly the indices in S.

Proof. Let h(x) := o/ (w' x). We compute the population gradient, we we call g(w):

gw)i= E_ [Vil(yflww))] =

— E
(x)~Ds (x,9)~Ds
.

[aj (w' x) yx,}

E [a’(wa) [Lcs (1 xl} i€S
E [a’(wa) [Lesura xl} i¢S

\

S\ {}) i€S

bSU{}) <h(SUu{})—y i¢S$

where the inequality in the final 7 € § case is due to the Fourier gap property. Then, it holds that for
all; € Swehave |g;| > y/2andforall7 ¢ Swehave |g;| < /2. Thus, the largest entries of the

estimate g(w) occur at the indices in S, as claimed. O

B.2.3  Global convergence for disjoint-PolyNets

In this section we will develop theory for disjoint-PolyNets trained with correlation loss, as illus-
trated in Figure B.1. Section B.2.3 will consider optimization with gradient flow, and section B.2.4
will consider optimization with SGD at any batch size B > 1.

Foranyn > land1 < k < nsuch thatn’ := n/kisan integer, let Py, ..., P,y denote (without
loss of generality) the partition P; := {n'( —1) +1,..., 7" - i}. Then, the (n, k)-disjoint-PolyNet is
the neural architecture, with trainable parameters are {w; € R” }%_,, which outputs

k

_f(x; wl:k) = H(wl',xpl),

=1
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Population GD; n = 51, k = 3, Ir = .001 SGD; n =51, k=3, B=1, Ir=.005
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Figure B.1: Example training curves for the disjoint-PolyNet trained with correlation loss, which is the setting of Ap-
pendix B.2.3. The left plot shows validation error under population gradient descent with small step size, approximating
the setting of Section B.2.3, and the right plot shows a run of SGD with batch size 1, as in Section B.2.4, though with a
constant learning rate schedule. Initialization is i.i.d. standard Gaussian.

GRADIENT FLOW ANALYSIS

For £, E [V, 0(fx; wi.1), y)] = 0, so the irrelevant weights remain fixed at initialization. For each
i € [A],let vl(-t) be the relevant weight in the kth partition.

In gradient flow, the relevant weights evolve according to the following difterential equations:

Vieln: o= ij

i

Lemma B.8. Suppose disjoint-PolyNet for k > 2 is initialized such that [ |, v;(0) > 0, and optimized
1k
with gradient flow. Let v, := } Zle(vi(O))z, and vy = (Hle l(vl‘(O))z) . Forany b > 0 and

=

i € [k], let T;(b) := argsup,(|vi(2)| < b). Then

1

(b)) > —
n) = 7—

(25772 = (0 + 02 = 0 (02 72) .

Let T;(00) := argsup,,o(|0:(¢)| < 00). Then
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Proof. First, observe that the product of the relevant weights is non-decreasing during gradient flow.

d (TT, v:(0) co(Te) & 2

Thus, [ [, 2;(0) > 0 implies that ] [, v,() > 0 forall z.

Observe that

dUZ k k
d; = 20,0; = ZH v = ZH |vj].
J=1 J=1

This implies that for all 7,/ € [7],
dv}  dv}

z

dr  dr’

(B.7)

In other words, the squares of the relevant weights each follow the same trajectory, shifted according

to their initializations. Let ¢(¢) := (v:(¢))* — (v;(0))?, for any 7. This quantity evolves as follows:

k

B 1/2
9= ZH o] = 2 (H(q(f) + (vf(O))2)>

=1

Since g(#) is strictly increasing, its inverse g ! is well-defined, and we can use the inverse function

theorem to characterize g ! forall # > 0:

. L —1/2
aCEE <H<7+ (vz'(O))2)> dy.

i=1

We can upper- and lower-bound the integrand by applying Maclaurin’s inequality (see page 52 in

Hardy etal. (1952)):
k

(20" < [0+ @) < (v + 2.

=1



The amount of time it takes for ¢ to reach a value of ¢ is thus:
2 -1/2
‘1 2 ‘1 _\—k/2 L i _N1—k/2
- - > [ = - - .
|3 (gw (5(0) >> drz [(Sora = s (17 vy )

Hence, for any & > 0, for each 7, |v;(¢)| < baslongas

1

t < ——
T k-2

(5772 = (0 + 82 = 0 (02 72) .

Meanwhile, the amount of time after 4(c) it takes for ¢ to explode to infinity is
P ~1/2
o0 1 oo 1 o 1 3 _
/ > <H(7 + (vf(O))2)> dy < / S +a) Py = . (c+ )2
c i=1 c

Substituting c = &* — v;(0)?, we obtain that the amount of time it takes for |v;| to grow from & to

o0 18
1

m(ﬁg + 07— 0,(0)7) 42

We can upper- and lower-bound 4 by applying Maclaurin’s inequality (see page 52 in Hardy et al.
(1952)):

2(¢(0) +20)"% <4< 2(g0) +8)"2

When £ = 2, solving the LHS and RHS differential inequalities yields:
(¥ —1) < g(2) < v,(e* —1).
When £ > 2, we obtain:

T P — (k= 2)) T~ 7 < () < @GV - (k=209 5 (BY)



From the lower bound on ¢(z), we can infer that the relevant weights all explode to infinity by the

following time:
L -t !

(k—2)¢ (k= 2) ([T, :(0)) "

=

From the upper bound, we can infer that for any ¢ > 0, it is the case that g() < csolongas

t < k_% (D;WZ—I) — (3, +c)—<’€/2—l>> .

Hence, for each 7, |v,(¢)| < bforall

1< s (P = o+ 0 = (0f0)2) D).

Now we analyze the relationship between the relevant weights and the accuracy of the disjoint-
PolyNet.
Fory € R, let

1 ify>0

sign(y) =90 ify=0

-1 ify<o0

Then define the error of f'with parameters w;.;, as

err(wy) := xN{Pirl}n[Signmx; wik)) # xg(x)]

Lemma B.g. Ler w be any setting of the weights of a disjoint-PolyNet such that [ [, v; > 0. For ease of
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notation, let u; 2= w; 5., be the irrelevant portion of w;. There is a constant ¢ such that

L] (o) + ) 2 <25 (125)

gl [Jo4:]]2v/2 [Jo:115 [Jo4:113
where erf is the Gauss error function erf(y f f Y o dr.

Proof. Letz; = x(;_1), 41 be the ith relevant coordinate of x, and let z;7 = x(;_1),/4-2.» be the
irrelevant coordinates in P;.

Then we have that the error of f'with parameters wy.;, is

=1

i k
err(wyy) = I-;r sign (H w;rxpl) #zs(x)]

i k k
= Dr |sign (H wl«Txpl,) = —y5(x)| +Pr H w, xp, = 0]
L =1 =1
i k k
: T T
= Pr |sign (1_11 w; xpl,) = —x(x) | + Iir 1_[1 w; xp, = 0]

=lr -#{l' € [k] : sign(v;z; + u;rz;) = —z;}is odd] + Pr

k
H wj-—xpl. = 0]

=1
= Pr [#{z c k] :ulz; >ov}is odd} /2

k

H w] xp = 0] (B.9)

=1

k
H wl—-rxpl. = 0] (B.10)

=1

k
H w;rxpl. = 0] (B.11)

=1

+ Pr [#{z €k :ulz; < —v;}is odd} /2 + Pr

2] 5oy

= Pr [#{z c k] :ulz >ol)is odd} + Pr

2 ey

= Pr [#{z c k] ulz > |v}is odd} + Pr

Z) gees?

T

Line B.9 follows because #; i

z; and z; are independent. In line B.1o we use that #; z; is symmet-

ric about o. Finally, line B.11 uses the assumption that Hle v; > 0.
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We can bound Pr, [Hle w/ xp, = 0} using Hoeftding’s inequality:

k k k k P
0<Pr [wam - 0] <SPl s = 0] < 3PS5 > ol <3 exp (— u ) |
X Z; Z;
=1 i=1 i=1 i=1

i 112

The indicator random variables T[] z;” > |v;|] are independent of each other, so the first term in
line B.11 can be characterized using the distribution of the parity of a sum of independent Bernoulli
random variables. Let X; ~ Ber(p;) for7 € [k], and let X = ZleXl-. The generating function for
Xisflz) = Hle((l — pi) + p:z). The parity of X then satisfies

k
Pr[X is odd] :ﬂzl) —ﬂ;l) 1 % [0 - 2p).

\S}

i=1
Thus,
k
Pr [#{z k] ulz > |vl}is odd] < ZPr[%l—»rzi_ > |oy]
2 5y i—1 i
£ 2
<> e (-2
2.\ g

by Hoeftding’s inequality, and we are done.
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Now we will prove the lower bound on err. We have

k
1 1
Pr [#{z €k ulz > |vl}is odd} == —= H(l — 2Prfu] 57 > |vf]])
zl_,...,zk_ 2 2 P Z;
T
-—— = T < ol )
=3 HI;;H% 7 | < [ (B.12)

We can bound this expression using the Berry-Esseen theorem (Berry, 19415 Esseen, 1942). Let
B ~ N(0, ||;]|3). Then, the Berry-Esseen theorem states that there is a constant ¢ (which in practice

can be .56) such that forany 7 € [£],

T - el ]|
Prlla; z; | < [orf] = Prl|f] < o] < 55
% 1115
and we can use the characterization
A
Prl] < ] = o .
l loesll2v2
Plugging this into equation B.12, we obtain the lower bound on err. O

First, we’ll apply Lemma B.8 and Lemma B.9 to the situation where the w,’s have £1 initializa-

tion. This generalizes Theorem s.7.

Corollary B.xo. Suppose all the weights in a disjoint-Polynet are initialized randomly in +1 and
k> 3.

Let T(2) = argsup,.,(err(wix()) > a. Then, fory € (0,1/2), if [, 0:(0) > 0 (which happens
wp. 1/2),

T(I;-EO; 7) 1 O((”/)l—k/z ) 72//«—1)'

Thus, even fory arbitrarily close to 0, when the input is sufficiently long, the network spends almost all
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of training with error above1/2 — y.

Proof. For %1 initialization,

H%ZHOO _ (nl)f3/2

laell;

so by Lemma B.o,

e 2§~ LT (ot (422 52

v
u—y
|
—
VRS
S
=
—~~
N
_l_
S
—~
§\
~—
&
~
N
v

for some ¢ > 0.

By Lemma B.8, |v;(¢)| < & for all 7 whenever

tg%z(l—bz*k).

Setting

b= el [2 (P =) ),

we obtain that 7(1/2 — y) = ﬁ(l _ 0((,1/)1*/6/2 ) 7,2/1671))‘

Also by Lemma B.8, using the language of that lemma statement, for all 7

1 _ 1 _ _
TZ(OO) - T;(b) < m : bz k == 16—72 . O((}’l/)l k2 '}/2//6 1).

Once all the relevant weights have exploded to infinity, the error of the network will have zero
error, so the result follows. O

Now let us apply Lemma B.8 and Lemma B.9 to the situation where the w;’s have standard nor-

mal initialization. Again we find that with high probability, the phase of learning with near-trivial
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accuracy is much longer than the subsequent period until perfect accuracy, as illustrated by the left-
hand plot in Figure B.1. This culminates in the full theorem statement regarding phase transitions

in the loss:

Theorem 5.7 (Loss plateau for gradient flow on disjoint-PolyNets; full statement). Suppose all
the weights in a disjoint-PolyNet are initialized ~ N(0,1),and # > 3. Then, conditioned on

[1,2:(0) > 0, with probability 1 — 1/poly(#’) over the randomness of the initialization, for

7 €(0,1/2),

T(1/2—;/)_ (o N1—k/2 -1
W—l—O((”) A,

where 77(+) is defined as in Corollary B.1o.

Proof. By astandard application of the generic Chernoft bound (Wainwright, 2019), for each 7 €
[#],j € [n — 1], we have

Prlfa;j| > 7] < 267717 forall 7 > 0.

Applying the union bound, we obtain
Pr[3,7s.t. |u;j| > 7] < 20k 1% forall 7 > 0.
This implies that w.p. > 1 — /2,

Vit ||ulloe < y/2log(4n'k/e). (B.13)

For each 7, ||u||3 follows a chi-squared distribution with »" — 1 degrees of freedom. By Laurent &

Massart (2000), for any 7 > 0,
a3 € [0 — 1) = 2/ = D7, (0 = 1) + 2/ — D+ 24 wp. >1— 26
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Hence, w.p. > 1 —¢/2,

Vit il = V@ + O(/log(k/e)) (B.14)

With probability 1 — ¢ both ||#;|| s and ||#,|| are bounded as above, in which case we obtain that

fore = 1/poly(n’, k), and for some ¢y, ¢, > 0,

bl o 0Vl g gy,
2 (W+62\/bz‘;(7k))

Plugging this into Lemma B.9 gives us
|0:(2)] > <||ﬂiHoo)>
erf( + O
,Hl < [loti]l2v/2 s[5
k
1 1 A (1o | 2 (0 n=-32

> = .
> 2}1(0( N —|—0<(n) )

Thus, we can choose b = Q(y"*/n’) such that if v;(£) < b for all 7, then err(wy(z)) > 1—»

err(wy (7)) =

By Lemma B.8, for all 7,

1

s (B — @ 8 — (02 2 (32— (2 = Ollog(k) )

: > -
Ti(b) = )

Y

By the Chernoff bound, max; |v;(0)| < /2 log(44/9) w.p. > 1 — /2. And, by the same bound
we used for ||#;]|3, we have that 5, = 1+ O(y/log(1/9)/k) w.p. 1 — 8/2. Thus, for § = 1/poly(k),
we have that with probability 1 — 9,

1

T,6) > 5 (©0) — (1 - Oflog(k))2) = -

— - Q(1). (B.15)
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Also by Lemma B.8,

1 1
— (D) < - 2 0\ k2 < 2, (0)2) k2,
Ti(00) = Ti(8) < 7= (8 + 8" = vi(0)°)7% < = (0 — 0i(0)7)
With probability 1 — 1/poly(k),
1 1.
, T < (B2 — 1—k/2 _ L+ NL=k/2 2/k=1) .
T(00) = T(8) < = (¢ = Ollog(k))) O (Bag)

Combining Equation B.15 and Equation B.16, we obtain the desired statement.

B.2.4 Global convergence and phase transition for gradient flow on disjoint-PolyNets

In this section we will analyze the training of a disjoint-PolyNet using SGD with online (i.i.d.)

batches. We will show a convergence result for the o-1 error of the learned classifier.

Theorem 5.8 (SGD on disjoint-PolyNets learns disjoint parities; full statement). Assume we ran-
domly initialize the disjoint-PolyNet with weights drawn uniformly from {+1}. Fixe € (0,1/2)
and run SGD at any batch size B > 1for T > 6log(2x7/3) log(2k/¢)(3n" — 2)%*iterations.
There exists an adaptive learning rate schedule, such that, with probability 1/2 over the randomness

of the initialization and 1 — 9 over the sampling of SGD, the following holds:

err (wgﬂ)) <e.

Proof. For simplicity of presentation, we will assume B = 1. Let the sample at iteration ¢ be

(19, 91)) where x) ~ Unif({#1}") and y) = ;(gf) (). Denote the population and stochastic
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gradient at time ¢ as:
-
:q\l(f) _ _y(z) H w](t) xj(-t) xl(f)
J#i

[T+

i

Observe that | g | @il < Tl wat) ||l1; note that this is also true when B > 1. Let the learning

0 _ O _ (0 &) _~0)
rate be 7, 2\/2T10g(—2nT/5 T 7T LetAy; =77 (g —%ij) ands =>", A ). Observe
that £ Al( ,j) = 0 and therefore ;Z(-;-), e Z( y') form a martingale. Furthermore, observe that
)| + &) 1
’ z - ’ - ’ ’ < /

Tlog(2nT/9) - T1,ss le Hl 2Tlog(2nT/9)

Then, for every t < T'and 7, j, by the Azuma-Hoeffding inequality, with probability 1 — - |5 \ <

1/2. By the union bound, w.p. atleast 1 — 9, for every # < Tand all 7, j it holds that \51(;)] <1/2. Let

us assume this holds.
Claim B.11. Forallr < T+ 1,forj > 1, ]w ] < 3/2.

1) _ 0)

Proof. Note that w( ( ) 4 Sij>

therefore, we have,
] < )|+ 1571 < 3/2,

since |wl(;)\ =1land |5§f1_1)] <1/2. O

Denote &, = sign (wl(-}l)) and assume that H 1£, > 0,and note that this happens w.p. 1/2. We

will assume this holds for the next lemma.
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Claim B.12. Forallz < T+ 1and 7 € [£] it holds that

k-1
ORI S O 1 =1
g =12 5+ 22 (503) e

Proof. Observe that the claim holds for # = 1 since |wl(1) | = 1. By induction on #, assume the claim

holds for all 7 < z. Now we will prove it holds for £ 4- 1.

Observe that for all 7 < ¢, by the assumption:
~[Lw? = & 115w7 = 11131
ki ki ki

Note that wl(fl—i— ) = wl1 + 3" 771 (Hﬁél ](1)> + sl(.’tl), then we have
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(B.17) follows from observing that fl-wl(-}l) = |wl(711)\ = land Hjl?zl 5} = 1. (B.18) follows from the
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inductive hypothesis fjw](.? = |§'}w](§) |. (B.19) follows from our assumption that |51(,[1) | <1/2and

Claim B.11.(B.20) follows from the inductive hypothesis \wl(i) | >1/2. O

Setting 7'such that 7 > 2log(2nT/9)a*(3n' — 2)*2 fora = 3,/(n' — 1) log(2k/¢) — 1, from

the above claims, after iteration 7, we have

(r+1) _ @ +1
wz',l Z 2
(T+1
iy

w )§3/2forj>1.

Using Lemma B.9, we have with probability 1 — 9,

1:

1 2
err(w(yl;ﬂ)) < 2kexp (—%) =

B.3 ADDITIONAL FIGURES, EXPERIMENTS, AND DISCUSSION

This section contains our unabridged empirical results, visualizations, and accompanying discus-
sion. Additional example training curves (like the assortment in Figure 5.1 (/eft)) are shown in Fig-

ure B.2; more examples can be found in the subsections below.

CONVERGENCE TIMES, SUCCESS PROBABILITIES, AND SCALING LAWS. W first present the full
empirical results outlined in Section 5.3 of the main paper. Figure B.3 shows convergence times z,
on small parity instances for all of the architecture configurations enumerated in Section 5.3.1. In
some of these settings, ¢, exhibits high variance due to unlucky initializations (see Figure B.4); thus,
we report 10t percentile convergence times. Figure B.s gives coarse-grained estimates for how ¢,

scales with (7, k), based on small examples. For selected architectures, Figure B.6 shows how these
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(i), (n, k) = (30, 3) (i), (n, k) = (60, 3) (ii), (n, k) = (90, 3) (ii), (n, k) =(30,4) (ii), (n, k) = (30, 5) (ii), (n, k) = (30, 6)
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Figure B.2: Additional training curves (on the (50, 3)-parity problem, except the first row); full details are in Ap-

pendix B.4.1. 1°t row: The same architecture, initialization, and training algorithm (a width-100 ReLU MLP in this case),
without an explicit sparse prior, adapts to the computational difficulty parameters 7, k. 2" row: Our positive empirical
results hold over a wide range of batch sizes B, all the way downto B = 1. Training is unstable (more outliers) at very
large and very small batch sizes. 3™ row: Even the least overparameterized neural networks, which are barely wide
enough to represent parity, converge with reasonable probability (sometimes failing to reach a global minimum). 4" row:
Larger models (width-1000 MLPs and d,;,, = 1024 Transformers) are robust to a wide range of batch sizes. Note the
lack of plateaus in setting (vi), which is revisited in Appendix B.3.8.
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10th percentile convergence times t., n =30

k=2 k=3

(i) ReLU MLP, r=10 34972 9080
(ii) ReLU MLP, r=100
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17744 4522

17588 4066

40588 7244

21768 3608

19380 15018

4712 4388

20192 7480

5456 4412

14330 1826
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Figure B.3: 10th percentile convergence times ¢, of SGD (with z = 30, hinge loss, uniform initialization, and best learn-
ingratey € {1, 10711072, 10_3}), for various architectures, parity degrees £, and batch sizes B. See Appendix B.4
for full details.

convergence times scale with # and £ more precisely: for small 7, power law relationships #, oc n**

(for small constants «) are observed for all configurations. Note that for larger 7, the exponent (i.e.
the slope in the log-log plot) increases: with a constant learning rate and standard training, the n®®)

does not continue indefinitely. All additional details are in Appendix B.4.

GUIDE TO THIS SECTION.  The remainder of Appendix B.3 expands on the various discussions

and figures from Sections 5.4 and s.5.

* Appendix B.3.1 gives experimental evidence that Fourier gaps are present at iterates w; and initial-
izations wy other than sign vectors, as well as for activation functions other than ReLU. This sug-
gests that the feature amplification mechanism is robust, and illuminates directions for strength-

ening the theoretical results.
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Percentage of converged runs, n =30

k=2 k=3

(i) ReLU MLP, r=10
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(iii) ReLU MLP, r=1000
(iv) XK MLP, r=10

(v) x MLP, r=100

(vi) xK MLP, r=1000

(vii) width-1 k-zigzag MLP
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Figure B.4: Percentage of converged runs (£, < 10°) out of 25 random trials, with the same architectures and training
parameters as Figure B.3. With sufficiently large batch sizes, training is extremely robust in settings (i) through (xv).

* Appendix B.3.2 discusses how the building blocks of deep learning (activation functions, biases,
initializations, learning rates, and batch sizes) play multiple, sometimes conflicting roles in this

setting.
* Appendix B.3.3 provides additional white-box visualizations of hidden progress from Figure s.3.

* Appendix B.3.4 explores the implications of the feature amplification mechanism for scaling

model size— namely, unlike random search, large width does not impart parallel speedups.

* Appendix B.3.5 shows that our results hold in the finite-sample setting (allowing for multiple
passes over a training set of size 7). In particular, we show that in low-data regimes, the models

exhibit the grokking phenomenon.

* Appendix B.3.6 extends our results to zozsy parities (which comprise the true “emblematic computationally-

hard problem”).
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Figure B.5: Coarse scaling estimates for the 10th percentile convergence time of SGD (with hinge loss, uniform ini-

tialization, and best learning rate) on every architecture: ¢, « such that ¢,

< c-

(n — n9)* on small parity instances

n € {10,20,30}, % € {2, 3, 4}. Missing entries denote cases where < 10% of trials were convergent for any 7 (see
Figure B.4). Boxes are colored according to «. See Appendix B.4 for full details.
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Figure B.6: Finer-grained plots of convergence times for selected architecture configurations, for 7 S

{10,11,...,39,40} and &

S

{2,3,...,8}. Medians over 1000 runs are shown, with 95% bootstrap confi-

dence intervals. Top row: standard MLP configurations (i) through (vi). Bottom row: Miscellaneous settings (1-neuron

networks; Transformers; larger #). For details on each setting, see Appendix B.4.1.
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* Appendix B.3.7 introduces a counterexample for “layer-by-layer learning”, using parity distribu-
tions whose degrees are higher than those of the individual layers’ polynomial activations. Prelim-

inary experiments show that standard training works in this setting.

* Appendix B.3.8 presents examples of training curves for wide polynomial-activation MLPs,

where, unlike the other settings, there is no initial plateau in the model’s error.

B.3.1  Fourier gaps at initialization and SGD iterates

Proposition B.7 shows that if the function x ~— ¢’ (w] x) has a Fourier gap at S, then S can be iden-
tified from a batch gradient at initialization wo with B = O(1/7*) samples. Our end-to-end result
(Theorem s.5) requires ReLU activations and sign vector initialization, because the Fourier gap con-
dition (Definition 5.4) arises from exact formulas for the Fourier coefficients of the majority func-
tion. Stronger end-to-end theoretical guarantees would follow from analogous Fourier gaps in more

general population gradients. This requires x +— ¢/ (w ! x) to satisfy these conditions simultaneously:

* Fourier concentration: upper bounds on the degree-(k + 1) coefﬁcients}\‘(S U {7}),for7 ¢ S.
The term is borrowed from Klivans et al. (2004), who use upper bounds on Fourier coefficients of

LTFs to approximate them (thus, learn halfspaces) with low-degree polynomials.

* Fourier anti-concentration: lower bounds on the degree-(£ — 1) coefﬁcients}\(S \ {7}),fori € S.

A natural question is: which Boolean functions, other than majority, satisfy the y-Fourier gap prop-
ertyats, fory > n k)

We present some numerical evidence for large Fourier gaps in functions x + ¢ (w ' x) other than
majority, which arise from gradients of architectures other than ReLU MLPs with sign initializa-
tion. This shows that the mechanism of feature emergence is empirically robust in settings not fully
explained by our current theory. Establishing corresponding theoretical guarantees would enable

stronger end-to-end global convergence guarantees for MLPs and other architectures.
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Fourier gap I for ReLU activation

Figure B.7: Distributions of exact Fourier gaps I}ﬁ/e(w) wheno = ReLU, and wis an i.i.d. {uniform, Gaussian} random
vector. These are derived from the Fourier coefficients of the corresponding random LTFs, computed here in exponen-

tial time for z = 15.

In these experiments, population gradients were computed by brute force integration over all 2”

Boolean inputsx € {=£1}”. In all cases, for various choices of &, w, we measure a slightly relaxed
notion of Fourier gap I'in the population gradient:

I, ;(w) := max|g;| — max|g;|, = Elyxd (w' x)].
#(w) = maxlg] - maxlel, g D (w x)]

logn

IfT > 0, then one” coordinate from the parity can be identified from O (%) samples of the

gradient at w.

Ranpom LTFs.  For ReLU activations and symmetric Bernoulli (i.e. random sign) initializa-

tion w; ~ Unif({=%c}"), the Fourier coefficients are the same as those of majority; thus, there is a
Fourier gap of y > 7~ %) at every set S (and the same is true of T). We probe the Fourier gaps of
linear threshold functions (LTFs) under other ubiquitous initializations: i.i.d. uniform and Gaus-
sian. These are shown in Figure B.7, which indicates (at least for small 7, &) that the Fourier gap is

comparable to that of majority with non-negligible probability.

*Replacing the first max in the definition of I" with min would give us the same notion of Fourier gap as
Definition s.4: if 2// the relevant coordinates are larger than a// of the irrelevant ones, estimating the popula-

tion gradient allows us to recover the relevant coordinates.
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Figure B.8: Numerical evidence for Fourier gaps beyond random LTFs. Left: Fourier gaps of exact population gradients
Ep, b/x,- sin(wa/\/Z)] induced by sinusoidal activations, for random initializations w. In these small cases, they are
comparable the the Fourier gaps of majority (red dashed line). Right: Fourier gaps of a sinusoidal neuron’s population
gradients along the SGD optimization path (10 trials shown). The Fourier gap is consistently positive at initialization, but
somewhat smaller than that of majority (red dashed line). Interestingly, it amplifies through the course of training.

RanpoMm NON-LTFs.  The successful convergence of architectures with smoother activations (in
the parity setting and beyond) motivates the question of whether large Fourier gaps are present in
population gradients corresponding to functions other than LTFs. Figure B.8 (/eft) shows that this

is the case for sinusoidal activations.

BOOLEAN FUNCTIONS ALONG THE SGD PATH.  Finally, to further close the gap between Theo-
rem 5.5 and the empirical results, it is necessary to address the fact that SGD accumulates gradients
with respect to time-varying iterates, while our analysis approximates this using a large-batch gra-
dient at a static iterate wy. In fact, SGD seems to help in some cases: Figure B.8 (right) shows that

when training a sinusoidal neuron, SGD amplifies the initial Fourier gap.
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B.3.2  Counterintuitive roles of the building blocks of deep learning

Even in this simple problem setting, the simultaneous computational and statistical considerations
lead to counterintuitive consequences for the optimal configurations of architectures and algo-
rithms for this setting. We encountered the following, in the search for architecture configurations

for the empirical study:

* Activation functions. This mechanism of features emerging via Fourier gaps (see Definition 5.4)
is strongest with non-smooth activations such as the ReLU, whose derivatives are discontinuous
threshold functions. This is an orthogonal consideration to representational capacity and miti-
gation of local minima (under which one might conclude that degree-k polynomial activations
are optimal). In summary, in feature learning settings where the Fourier gaps and low-complexity
solutions are simultaneous relevant, there is a sharpness-smoothness tradeoff for the activation

function.

* Biases. The symmetry of the majority function (as well as all unbiased LTFs) causes its even-degree
Fourier coefficients to be zero; thus, certain variants of the setups in Section 5.3 fail for odd .
Bias terms (trainable or fixed) are necessary to break this symmetry, in theory and practice. Simul-
taneously, biases serve the more conventional role of shifting the loss surface; see Section B.4.1 for

how this affects the details of how the biases were chosen in the experiments.

* Initializations. The role of the initialization distribution is similarly twofold in this setting: wy
should be close to the desired solution w*, but it must also be selected such that SGD will suc-
cessfully amplify the Fourier gap. A third consideration, which we do not attempt to study in
this work, is that multiple randomly-initialized neurons will tend to learn the correct features at
different times (see the weight trajectory visualizations in Figure 5.3 and Figure B.9, as well the

staircase-like training curves seen for MLPs in Figure 5.1 (/eft)). We expect this symmetry breaking
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phenomenon to be present in more complex feature learning settings. Finally, as shown in the
training curves from setting (vi) in Figure B.2, and in more detail in Appendix B.3.8, the choice of
activation function influences the qualitative behavior of the training curves: namely, whether the

plateaus disappear at large widths and batch sizes.

* Batch sizes and learning rates. The empirical and theoretical results both suggest that SGD uses
independent samples to gradually amplify a signal containing the correct features in the initial
population gradient of the correlation (Vw E[—yx;d (wa)]) |w=w,- However, it would be truer
to this mechanism to stay at the initialization w until the algorithm has accumulated enough
data to discern the correct indices (equivalently, scale up the batch size); in contrast, standard
training takes gradients with respect to w; along the SGD path. We hypothesize that the bias in-
curred by this drifting w, (and thus drifting population gradient) accounts for the degradations
seen in Figure 5.2 (7ght) and Figure B.6. However, Figure B.8 (7ight) shows that the movement

of SGD can be helpful, amplifying the Fourier gap.

B.3.3 Hidden progress measures

In this section, we provide an expanded discussion and plots for the investigations outlined in Fig-
ure 5.3 and the “bidden progress measures” section in Section s.s.

For a neural network training pipeline which outputs a sequence of iterates &, ..., 07 € ©, we
define a progress measure p : ©® — R to be any function of the training algorithm’s state” which is
predictive of the time to convergence (i.e. conditioned on &, the random variables p and #. — rare
not independent). By this definition, the only algorithms which have no progress measures are those

whose convergence times ¢ are memoryless (independent of ;).

*In addition to the model’s parameters, the full state of the training procedure should also include the
auxiliary variables defined by the optimization algorithm; two ubiquitous ones in deep learning are the mo-
mentum vector and the adaptive preconditioner. Here, we only consider vanilla SGD, which maintains no
auxiliary variables.
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Note that many trivial progress measures exist: an example to keep in mind is that for the al-
gorithm which exhaustively enumerates over a deterministic list of hypotheses (say, the possible
k-element subsets S'in lexicographical order) and terminates when it finds the correct one, the cur-
rent iteration £ is a progress measure. Thus, the purpose of demonstrating hidden progress measures

p is not to provide further evidence that SGD finds the features using Fourier gaps. Rather, it is to
(1) further refute the hypothesis of SGD performing a memoryless Langevin-like random search,
and (2) provide a preliminary exploration of how progress can be quantified even when the natural

metrics of loss and accuracy appear to be flat.

FOURIER GAPS OVER TIME.  The Fourier gap visualizations in Section B.3.1 already provides an
example of a quantity which varies continuously as the model trains, despite no apparent progress

in the loss and accuracy curves. However, none of our theoretical analyses capture the empirical
observation that this quantity tends to amplify over time. Below, we consider other quantities which

reveal hidden progress in parity learning, which are more straightforward and closer to our analyses.

WEIGHT MOVEMENT.  The most direct observation of hidden progress simply comes from the
movement of the neurons’ weights at the relevant indices: that is, for a single neuron’s weights w, €
R”, the quantity p([w,];) : 7 € S.In the main paper, Figure 5.3 (left, center) directly visualizes

the evolution of the weights w; for a single sinusoidal neuron (with a bias, but no second layer).
Figure B.9 supplements these plots from the main paper with additional plots of weight trajectories,
at different batch sizes B, as well as a width-1o MLP architecture. As seen in these plots, progress
only becomes visible in the loss once the relevant weights become larger than all of the irrelevant

weights.

l PATH LENGTH.  Finally, we present an example of a single measurement of the optimization

path which captures hidden progress in this setting, which can be plotted alongside loss and accu-
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Figure B.9: Supplementary plots for visualizations of the optimization trajectory w;, and the hidden progress measure
jo(wo:t). In the MLP plots, the single scalar p is the 00-norm of the entire first layer W, and weights are color-coded by
row (i.e. neuron). With small batch sizes B € {1, 4}, per-iteration losses are averaged over a short window (lengths 16

and 4, respectively).
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racy curves. For any iterates of a neuron’s weights w, € R”, we choose the co-norm of the move-
ment from initialization: p(wo.) := ||w; — wo||0. We present a brief intuitive sketch of the motiva-
tion for this choice of p(+), and some additional visualizations.

From the theoretical analysis, under the approximation V/(w;) ~ V{(wy) (so that feature learn-
ing is performed by estimating the initial population gradient to high precision), we can think of the
i-th coordinate of w, as a biased random walk with constant variance *; the Fourier gap condition
entails that biases 8, of these random walks are large when 7 € . Then, this choice of p is an esti-
mate for the drift term 7 - max; |8,], which is larger than the 7/# contribution of the variance for
sufficiently large 7.

This progress measure is shown alongside the loss curves in Figure B.9, in red. We do not attempt
to characterize the dynamics of p; we only note that they are clearly distinguishable from the max-
imum of 7 unbiased random walks, even when SGD appears to make no progress in terms of loss
and accuracy. Studying hidden progress measures in deep learning more quantitatively, as well as in

more general settings, presents a fruitful direction for future work.

B.3.4 Convergence time vs. width

We provide supplementary plots for the experiment outlined in Figure 5.4 (/¢ft), which probes
whether extremely large widths (» > #n*) afford factor-r parallel speedups of the parity learning
mechanism (as one would expect from random search). On 3 parity instances z € {30, 40,50}, & =
3, we varied the width » € {1,2,3,...,9,10, 30,100, 300, ...,10° 3 x 10°}, keeping all other pa-

rameters the same (B = 128,57 = 0.1).

Resurts. We did not find evidence of such parallel speedups over 1000 runs in each setting; see
Figure B.1o. This serves as further evidence that the mechanism by which standard training solves

parity is best understood as deterministic and sequential, rather than behaving like random search
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Figure B.10: Number of iterations for MLPs (with standard initialization and training) to converge on sparse parity
problems, in terms of width 7. Boxes denote interquartile ranges over 1000 runs; whiskers denote £1.5 - IQR; X
markers denote minimum and maximum outliers. Underparameterized models (» < k) are shown in red, and considered
“converged” at 55% accuracy. Scaling 7 this way does not lead to #X parallel speedups, like the expected success time
for 7 copies of random search (shown in green for comparison).

over size-k subsets. A benefit of width appears to be variance reduction: the upper tail of long con-

vergence times is mitigated by a large number of randomly-initialized neurons.

B.3.s Learning and grokking in the finite-sample case

We provide some supplementary plots for the experiments outlined in Figure 5.4 (72ght). In these
settings, a fixed architecture (width-100 MLP with ReLU activations) is trained with minibatch
SGD in an otherwise fixed configuration (hinge loss, learning rate » = 0.1, batches of size B = 32)
on a finite training sample of size 7. We also vary a weight decay parameter 1.

As shown in Figure B.11, the weight decay parameter A modulates a delicate computational-
statistical tradeoff: it improves generalization (expanding the range of 7 for which training even-
tually finds the correct solution), but the model fails to train at large values of A. For small 7 and
appropriately tuned A, we observe grokking: the model initially overfits the training data, but finds a

classifier that generalizes after a large number of iterations.
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Figure B.11: Supplementary plots for the finite-sample setting. The same configuration (width-100 ReLU MLP,

B = 32,7 = 0.1)varying the sample size 7 (decreasing from left to right) and weight decay A (increasing from top
to bottom). When z is sufficiently large (much larger than the statistical threshold @(/e log n)), generalization error is
negligible. When 7z is too small, the model fails to train. In between, we observe eventual convergence to the correct
solution, with training curves exhibiting the grokking phenomenon. Weight decay governs a statistical-computational
tradeoff in this setting: larger 1 improves generalization, but can cause optimization to fail (bottom row).
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B.3.6 Learning noisy parities

The other empirical results in this work focus on noiseless parity distributions D, to reduce the
number of sources of variance and degrees of freedom. However, the setting of 7andom classifica-
tion noise is important for several reasons. In this section, we briefly demonstrate that our results
extend to this case. Let D_(;) denote the (7, k, ¢)-noisy parity distribution, defined by flipping the
labels in the (7, k)-parity distribution Dy independently with probability % — &. Note that when

¢ = 0, the labels are completely random (thus, S cannot be learned). By a standard PAC-learning

argument, when 0 < ¢ < %, the statistical limit for identifying S from i.i.d. samples from Dy scales

kl
as ®© (%)

MotrvaTions.  First, learning parities from nozsy samples is the true “emblematic computationally-
hard distribution”. Without noise, there is a non-SQ algorithm which avoids the exponential-in-£
computational barrier: Gaussian elimination can identify S in O(»>) time and © (%) samples. Sec-
ond, viewing parities as an idealized setting in which to understand training dynamics, resource
scaling, and emergence in deep learning, it is important to see that this phenomenon is robust to

label noise.

THEORY. Itis easy to incorporate label noise into the theoretical analysis, which works with corre-
lations of the form Ep[y f{x)]; each coordinate of the population gradient of the correlation loss is

a quantity of this form. In the noisy case, these quantities are replaced with

DAx)] = € A=)

()

(v9)~D§ ()P

In particular, when architecture’s population gradient has a Fourier gap with parameter y in the

noiseless case implies a Fourier gap with parameter ¢ - y.
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Noisy (50,3,¢)-parities, width-100 ReLU MLP
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Figure B.12: Training curves (over 5 random seeds) for a width-100 ReLU MLP on noisy (507 3, ¢)-parity learning
problems at various batch sizes B and noise levels (flipping labels with probability p, so thate = 1 — 2]7). The models
learn the features and converge successfully (measured by accuracy on the noiseless distribution), even with 49% of
labels flipped randomly (i.e. ¢ = 0.01). This is a preliminary illustration that the phenomena investigated in this paper
are robust with respect to i.i.d. label noise. Note that the scale of # is much larger for small batches and high noise.
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ExPERIMENTS.  We find that the experimental findings are robust to label noise, in the sense that
models are able to obtain nontrivial (and sometimes 100%) accuracy; see Figure B.12 for some train-
ing curves under various settings of . This provides concrete evidence against the (already extremely
dubious) hypothesis that neural networks, with standard initialization and training, learn noiseless
parities by implicitly simulating an efficient algorithm such as Gaussian elimination. Note that with
a constant learning rate (here, 7 = 0.1) and label noise, the iterates of SGD do not always converge

to 100% accurate solutions.

B.3.7 Counterexample for layer-by-layer learning

NoTtaTiON. Consider an L-layer MLP with activation ¢, parameterized by weights and biases

0= (Wi, by,..., Wi_1,bp1,u),

and defined by
Smip(2:6) := (fLofr10---0fr0f)(x),

where f; denotes the function z +— o( Wz + b;) for1 < i < L — 1, and f; denotes z — # ! z. The
shapes of the parameters 7;, b;, u are selected such that each function composition is well-defined.

Let the intermediate activations at layer 7 be denoted by

zi(x%;0) == (fio...0fi)(x).
Finally, 7; (the width at layer i) refers to the dimensionality of z; as defined above.

CONSTRUCTION WHERE LAYER-BY-LAYER LEARNING IS IMPOSSIBLE. Notice that when sis a

2L71

degree-2 polynomial (say, o(z) = z*), an L-layer MLP can represent parities up to degree — for
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example, a 3-layer MLP (which composes quadratic activations twice) can represent a 4-sparse parit
ple, ¥ p q p parse parity

as a 2-sparse parity of 2-sparse parities. However, Equation (B.1) implies the following:
* Anindividual layer cannot represent a parity of £ > 2 inputs.

* The population gradient (as in Equation (B.4) is zero (since every coordinate of the gradient is the

correlation between a k-wise parity and a polynomial of degree 2).

Thus, this setting serves as an idealized counterexample for layer-by-layer learning: it SGD succeeds
on parities with higher degree than the architecture’s polynomial activations, it must do so by an
end-to-end mechanism. Intuitively, earlier layers can only make progress by knowing how their out-
puts will be used downstream. Concretely, consider the population gradient of the correlation loss,
with respect to a first-layer neuron’s weights w := (71);.. With layer-by-layer training, this gradi-
ent contains no information:

Vo E[—yx & (w'x) uj] = 0.
——

degree 1

However, in end-to-end training, the presence of downstream layers removes this barrier:

Ofto...
VoE [ =y o (wTx) L2200 ] 7
—— 8(z1)j
degree 1 N——— ——
degree 2172 — 1

giving the gradient greater representation capacity (in terms of polynomial degree). The question
remains of whether end-to-end training works in this setting, which we resolve positively in small

experiments.

RESULTS: END-TO-END TRAINING WORKS EMPIRICALLY.  We empirically observed successtul
training (to 100% accuracy) in a few settings (with SGD, learning rate 7 = 0.01, batch size B = 32,

and default uniform initialization as described in Appendix B.4.1):
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* L = 3,n € {10,20,30}, k£ € {1,2,3,4}. Small widths suffice: (r1,7,) = (2,1). Over 10

random seeds, all models converged within 20000 iterations.

* L = 4,n € {10,20,30},%k € {1,2,3,4,5,6}. Widths were chosen to be slightly larger for
stability: (71, 72,73) = (10,10,1). Over 10 random seeds, all models converged within 50000
iterations. Additionally, models trained on (7, £) € {(10,7), (20,7), (30,7), (10, 8)} converged

within S00000 iterations.

As a sanity check, the models failed to converge in experimental setups where £ > 2571 (L =

2,k>3)and (L =3,k >5).

DiscussioN.  This construction serves as a simple counterexample to the “deep only works if

shallow is good” principle of Malach & Shalev-Shwartz (2019), demonstrating a case where a deep
network can get near-perfect accuracy even when greedy layerwise training (e.g. (Belilovsky et al.,
2019)) cannot beat trivial performance. It remains to characterize these positive empirical results

theoretically, as well as to investigate whether there are pertinent analogues in real data distributions.

B.3.8 Lack of plateaus for wide polynomial-activation MLPs

An interesting qualitative observation from the training curves in Figure B.2 is that the validation
accuracy curves in setting (vi) (width-1000 polynomial-activation MLPs) do not follow the same
“plateau” or "staircase” pattern as the others. Figure B.13 shows a few additional examples of train-
ing curves for polynomial-activation MLPs, varying the width » and batch size B. We find that the
rate of descent of the validation error increases with both of these parameters; note that this does
not occur with ReLU activations (where there are sharp phase transitions between plateaus at all

batch sizes).
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Figure B.13: Additional training curves for polynomial-activation MLP architectures (iv), (v), (vi), on the (50, 3)-sparse
parity problem. Unlike the other architectures, these settings exhibit continuous progress when the width 7 and batch
size B are large.

This constitutes an exception to this paper’s theme of “hidden progress” behind flat loss (or er-
ror) curves: with enough overparameterization and “over-sampling”, the continuous progress of
SGD in this setting is no longer hidden, and manifests in the training curves. This phenomenon
seems to be specific to certain activation functions (i.e. &* but not ReLU); we leave it for future

work to understand why and when it occurs, as well as potential practical implications.

B.4 DETAILS FOR ALL EXPERIMENTS

B.4.1  Deep learning configurations

Losses.  Our “robust space” of empirical results use the following loss functions:

* Hinge: £(y,y) == (1 —))+.
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* Square: £(y,7) := (y —)*.

* Cross entropy: £(y,y) := — log lfzﬁ
Additionally, the theoretical analysis considers the correlation loss (y, ) := —yy.

In the configurations corresponding to all of the figures and convergence time experiments, we
used the hinge loss. This was a relatively arbitrary choice (i.e. they appeared to be interchangeable
upon running small experiments); an advantage of the hinge and square losses over cross entropy
is that for architectures that can realize the parity function, there is a zero-loss solution with finite

weights.

INITIALIZATIONS.  Our empirical results use the following i.i.d. weight initializations:

* Uniform on the interval [—c, ¢, where the scale ¢ is chosen for all affine transformation parameters
using the “Xavier initialization” convention (Glorot & Bengio, 2010). The experiments are quite
tolerant to the particular choice of ¢ (as these are not deep networks); this choice, which is the
default in deep learning packages, emphasizes that our positive empirical results hold under a

standard initialization scheme.

* Gaussian with mean 0 and variance o2, selected using the “Kaiming initialization” convention (He

etal, 2015).

* Bernoulli (i.e. random sign) initialization: the discrete distribution Unif({—c, c}), for the same
choice of ¢ as for the uniform distribution.

2-LAYER MLPs

We consider 2-layer MLPs Alx; W, b, u) = u" o Wx + b) for two choices of activations:

* ReLU:o(z) := (2)+ = max(0, z).
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Figure B.14: Visualizations of all activation functions considered in this work. As discussed in Section B.4.1, care must
be taken to ensure that the architectures can realize sparse parities with the same bias & (in particular, » = 0) across
varying k. Multiple £-dependent displacements are shown for the 00-zigzag and sinusoidal activations.

* Degree-k polynomial: o(z) := 2.

In both cases, whenever » > £ (and, in the case of polynomial activations, choosing the degree to be
k), there exists 2 width-» MLP which can represent k-sparse parities: for all (7, &) and |S| = £, there
is a setting of W, b, u such that flx; W, b,u) = y.(x).

Note that if the output Ax; 6) is a degree-k’ < & polynomial in x (e.g. an MLP with o(z) = 2*’
activations), the architecture is incapable of representing a parity of k£ inputs. In fact, it is incapable

of representing any function that has a nonzero correlation with parity; this follows from orthogo-
p gany parity g

nality (Equation (B.1)).

SINGLE NEURONS

To explore the limits of concise parameterization for architectures capable of learning parities, we
propose a variety of non-standard activation functions which allow a single neuron to learn sparse
parities. These constructions leverage the fact that the parity is a nonlinear function of the sum of its

inputs w;l—x, where wg := ) ce;.
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k-Z1GZAG ACTIVATION. o) is the piecewise linear function which interpolates the £ + 1 points
{(k,+1), (k—2, 1), (k—4,+1), ..., (—k+2,£1), (—k, F1)} with k linear regions {(—o0, —£], [—k, —k+
2),..., [k —2,&], [k, +00)}. Then, o(w{ x) = yg(x).

OSCILLATING POLYNOMIAL ACTIVATION.  ¢(+) is the degree-k polynomial which interpolates

the same points as above.

00-ZIGZAG ACTIVATION.  The infinite extension of the zigzag activation is the triangle wave
function () which linearly interpolates the infinite set of points | J,c,{(27, +1), (27 + 1, -1) }.
This can express parities of arbitrary degree. The +1 and —1 can be swapped (resulting in an activa-
tion which is equivalent when shifted by a bias term). However, in our experiments, we choose the
sign convention depending on k such that o(w! x) = +1. This allows different convergence time

curves to be more directly comparable across different £, since it removes the effects of the bias of

the global minimizer alternating with 4.

SINUSOIDAL ACTIVATION. o(z) := sin(z). The sinusoidal neuron sin(w " x + &) can also express
parities of arbitrary degree, since it can interpolate the same set of points as the 0o-zigzag activation.
In the experiments, we pick a shift 4 and use the activation o(z) := sin(5z + 8), such that o(z)
interpolates the same points as the sign convention selected for the co-zigzag activation. In the ex-
periments in Section 5.3, the sinusoidal activation is additionally scaled by a factor of 2 (z — ¢(22));
this is interchangeable with scaling the learning rate and initialization, and is done to obtain more
robust convergence in the particular setting of (7, &) = (50, 3).

Figure B.14 visualizes all families of activations considered in this paper.

246



PARITY TRANSFORMER

The Transformer experiments use a slightly simplified version of the architecture introduced in
(Vaswani et al., 2017). In particular, it omits dropout, layer normalization, tied input/output em-
bedding weights, and a positional embedding on the special [CLS] token. Including these does not
change the results significantly; they are all present in the preliminary findings in (Edelman et al.,
2022) (in which an “oft-the-shelf” Transformer implementation successfully learns sparse parities).
We specify the architecture below.

Our Parity Transformer has the following hyperparameters: sequence length 7, token embedding
dimension demp, attention embedding dimension dyn, feedforward embedding dimension dyp,

and number of heads H. Its trainable parameters (together denoted by 0) are:

* Token embeddings £_1, £y, Ecis) € Réb and position embeddings Py, ..., P, € R L et

femb denote this subset of parameters.

* Attention head matrices: VV{Qh], VV{I?], I/V{fj € RAembXduen and VViﬂt € RbwnXdems for ) =

1,..., H. Let 8sn denote this subset of parameters.

* MLP weights and biases: 17} € Rdmlpx‘lemb, b € RdmIP, w, e Rdm‘PXdemb, by € depl,. Let Omip

denote this subset of parameters.
e Classification head: # € Remb,

Then,

ﬁf(x; ‘9) = ”T (fmlp(fattn (femb(x§ eemb); eattn); ‘gmlp)) s

where these submodules are defined by

* Embedding fomb : {£1}* — ]R(”H)Xdemb:femb(x; Bemb):: = Ey, + Pifori € [n]. We will

include an the extra index [CLS], for which femb (%; femb ) tcis1,: = Ercisy (with no positional
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embedding). [CLS] stands for “classification”, as in “use the output at this position to classify the

sequence”. This is a standard construction which makes the classifier permutation-invariant.

* Attention block fattn : RO+ Xdemy _y RAemb

H

1

fattn (X Gaten) = Xicisy,: + Z softmax (X[CLS],: VV[Qh] (XVV{;(O})T> VV{? VVgﬂn
h=1 \% dattn

where softmax(z) := exp(z)/1" exp(z). Note that we have specialized this architecture to a

single output, at the [CLS] position.

* MLmelp : Remd —y Rbemb;
fmlp(z; ﬁmlp) =2+ Wzo’( Wix + bl) + by,
where o(-) = GeLU() (the Gaussian error linear unit) is the standard choice in Transformers.

TRAINING.  Each matrix-shaped parameter was initialized using Py Torch’s default “Xavier uni-
form” convention. Unlike the other settings considered in this paper, we were unable to observe
successful convergence beyond a few small (7, £) using standard SGD. As is common practice

when training Transformers, we used Adam (Kingma & Ba, 2014) with default adaptive parameters
£, =0.9,4,=0.999,¢ = 10~ 3 in our experiments. While there are more fine-grained accounts of
why Adam outperforms vanilla SGD (Zhang et al., 20205 Agarwal et al.,, 2020), finding the optimal
optimizer configuration and investigating ablations of this optimizer are outside the scope of this

work. In this work, we only tune Adam’s learning rate 7.
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PoLYNET

For positive integers 7, &, the PolyNet architecture is parameterized by weights and biases ¢ :=

{(w; € R*,b; € R)}*_, and is defined by

k

fPonNet(x; 5) = H(szx + bl)

=1
Even with all biases 4; set to 0, this architecture can realize a k-wise parity, by setting {w;} = {ej :
j € S} in any permutation.
DETAILS FOR FIGURE 5.1 (LEFT)

Figure 5.1 (left) shows training curves from 8 representative configurations, with online i.i.d. sam-
ples from the same distribution, corresponding to the (2 = 50, = 3)-sparse parity problem. The

first row encompasses various MLP settings with standard activations:

* Setting (i): width-10 MLP with ReLU activation (B = 32,7 = 0.5).

* Setting (i): width-10 MLP with ReLU activation, with large batches (B = 1024, 7 = 0.05).

* Setting (ii): width-100 MLP with ReLU activation, with tiny batches (B = 1, = 0.05).

* Setting (iv): width-10 MLP with polynomial #(z) = 2> activation (B = 32,7 = 0.05).
The second row shows other settings:

* Setting (vii): width-1 MLP with a piecewise linear k-zigzag activation (B = 32,7 = 0.2).

* Setting (x): width-1 MLP with a sinusoidal activation (scaled and shifted for £ = 3; see the discus-

sion in Section B.4.1) (B = 32,7 = 0.05).
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* Setting (*iii): Parity Transformer, with dem, = 1024, dyeen = 8, H = 128 (B = 32,7 = 5 X 107%).

* Setting (xv): degree-3 PolyNet (B = 32,7 = 0.07).

DEeTAILS FOR FIGURE B.2

The first row uses the width-10 ReLU MLP configuration (77), holding B = 32 and » = 0.1 while
varying the task difficulty across 6 settings: (7, k) € {(30, 3), (60, 3), (90, 3), (30, 4), (30,5), (30,6)}.
The remaining plots are all for the (50, 3) setting.
The second row uses the £ = 3 PolyNet configuration (wv), varying (B, 7) € {(1,0.005), (4,0.01), (16, 0.1),
(64,0.1), (256, 0.1), (1024, 0.1)}.
The third row uses the minimally-wide configurations (*1), (*ii), (vii), (viii), (xi), (xii) (thus pre-
senting an example for each non-standard activation), holding batch size B = 1. » = 0.1in each of
the cases except (*ii), where » = 0.01.
The fourth row uses three large architectures: settings (iii), (vi), and (*iii), with (B, 7) € {(1,0.1), (1024, 0.1),
(1,0.001), (1024, 0.01), (32,0.0003), (1024, 0.0003).} (*iii) uses the Adam optimizer instead of

SGD.

DEeTAILS FOR FIGURE B.6

Figure B.6 contains scaling plots in various settings for the median convergence time z,. Below, we
give comprehensive details about these settings. For each of these runs, we chose B = 32 (settings
with smaller batch sizes exhibited additional variance; with larger batch sizes, the models were slower
to converge), as well as the hinge loss. We used SGD with constant learning rate 7 (enumerated be-
low), except in setting (*iii).

The top row shows MLP settings (i) through (vi). From left to right:
* Setting (i): width-10 MLP with ReLU activation (y = 1).
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Setting (ii): width-100 MLP with ReLU activation (y = 1).

Setting (iii): width-1000 MLP with ReLU activation (7 = 1).
Setting (iv): width-10 MLP with o(2) = 2 activation (5 = 0.01).
Setting (v): width-100 MLP with o(z) = 2* activation (y = 0.01).
Setting (vi): width-1000 MLP with o(z) = 2 activation (5 = 0.01).
The bottom row shows miscellaneous settings. From left to right:

Setting (vii): width-1 MLP with degree-£ oscillating polynomial activation interpolating the par-

ity function (7 = 0.01).

Setting (xiv): single sinusoidal neuron with no second layer (7 = 0.01).

Setting (*iii): Parity Transformer, with dep, = 1024, dyen = 8, H = 128 (B = 32,7 = 3x107%).
Setting (iv): degree-£ PolyNet (» = 0.05).

Setting (ii): width-100 MLP with ReLU activation (7 = 1), showing an expanded range of 7 for

smaller .

Setting (xv): width-100 MLP with o(z) = #* activation (7 = 1), showing an expanded range of 7
for smaller k.

B.4.2 Training curves and convergence time plots

For all example training curves in all figures (in Sections 5.3 and 5.5, as well as the appendix), popu-
lation losses and accuracies are approximated using a batch of size 8192, sampled once at the begin-

ning of training from the same distribution Ds. All plots of single representative training runs use a



fixed random seed (torch.manual_seed(0)); when R training runs are shown, seeds 0, ..., R — 1 are
used.

In Figures B.3 and B.4, validation accuracies were recorded every 10 iterations, and a run was
recorded as converged if it reached 100% accuracy within 10° iterations; we report the 10th per-
centile over 25 random seeds, to reduce variance arising from the more initialization-sensitive set-
tings. In Figure B.s, coarse-grained scaling estimates for the (10 percentile) convergence time are
computed as follows: for » € N := {10, 20, 30}, the smallest « is chosen such that z, < ¢-(n—ny)*,
choosing g = min N' — 1 = 9,so thatc = ,atn = 10. These estimates are calculated to give
quantitative order-of-magnitude upper bounds for the convergence time. Indeed, the power-law
convergence times do not extrapolate at a constant learning rate; see Figure 5.2 (¥ight), the “larger n”
plots in Figure B.6, and the discussion on batch sizes and learning rates in Appendix B.3.2.

To reduce computational load, for the larger-scale probes of convergence times #, validation ac-
curacies were instead checked on a sample of size 128. For the underparameterized networks (i..
unable to represent parity, but can still get a meaningful gradient signal), this threshold was changed
to 10 consecutive batches with accuracy at least 55%. Note that for parity learning in particular,

a weak learner can be converted into a strong learner: there is an efficient algorithm (Goldreich &
Levin, 1989; Kushilevitz & Mansour, 1993) which, given a classifier which achieves 1/2 + ¢ accuracy
on Dy for a constant £ > 0, outputs S with high probability.

In the median convergence time plots in Figure 5.1 (7ight), Figure 5.2 (right), and Figure B.6,
error bars for median convergence times in all plots are 95% confidence intervals, computed from
100 bootstrap samples. Each point on the each curve corresponds to 1000 random trials. Halted
curves signify more than 50% of runs failing to converge within 7" = 10° iterations (hence, infinite

medians).



B.4.3 Implementation, hardware, and compute time

All training experiments were implemented using Py Torch (Paszke et al., 2019).

Although most of the networks considered in the main empirical results are relatively small, a
large (~ 10%) total number of models were trained to certify the “robust space” of results and obtain
precise scaling curves. These individual experiments were not large enough to benefit from GPU
acceleration; on an internal cluster, the CPU compute expenditure totaled approximately 1500
CPU hours.

A subset of these experiments stood to benefit from GPU acceleration: width » > 100 MLPs;
scaling behaviors for » > 100; all experiments involving Transformers. These were performed with
NVIDIA Tesla Proo, Tesla P40, and RTX A6ooo GPUs on an internal cluster, consuming a total of

approximately 200 GPU hours.
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Pareto Frontiers

C.1 ADDITIONAL RELATED WORK

LEARNING PARITIES WITH NEURAL NETWORKS. Parities (or XORs) have been shown to be
computationally hard to learn for SQ algorithms including gradient-based methods. Various works
make additional assumptions to avoid these hardness results to show that neural networks can be

efficiently trained to learn parities (Daniely & Malach, 2020; Shi et al., 20215 Frei et al., 202245
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Malach et al., 2021). More recently, Barak et al. (2022) have focused on understanding how neural
networks training on parities without any additional assumption behaves at this computational-
statistical limit. They show that one step of gradient descent on a single neuron is able to recover the
indices corresponding to the parity with nO®) samples/computation. Abbe et al. (2023) improve
this bound to O(7*~1) online SGD steps and generalize the result to handle hierarchical staircases
of parity functions which requires a multi-step analysis. Telgarsky (2022) studies the problem of
2-sparse parities with two-layer neural networks trained with vanilla SGD (unlike our restricted two-
step training algorithm) and studies the margins achieved post training. They use the margins to get
optimal sample complexity O(7? /¢) in the NTK regime. Going beyond NTK, they analyze gradi-
ent flow (with certain additional modifications) on an exponential wide 2-layer network (making

it computationally inefficient) to get the improved sample complexity of O(n/e). In contrast to
this, our goal is to improve sample complexity while maintaining computational efficiency, using

random guessing via the sparse initialization.

LEARNING SINGLE-INDEX/MULTI-INDEX MODELS OVER GAUSSIANS WITH NEURAL NETWORKS.
Another line of work (Arous et al., 2021; Ba et al., 2022; Damian et al., 2022; Bietti et al., 2022;
Damian et al., 2023) has focused on learning functions that depend on a few directions, in particu-
lar, single-index and multi-index models over Gaussians using neural nets. These can be thought of
as a continuous analog to our sparse parity problem. In a similar analysis (as parities) of online SGD
for single index models, Arous et al. (2021) propose the notion of an znformation exponent which
captures the initial correlation between the model and the target function, and get convergence re-
sults similar to the parity setting with sample complexity O(7z*~1) for information exponent £ (can
be thought similar to the £ in the parity learning problem). Damian et al. (2023) improve this re-
sult by showing that a smoothed version of GD achieves the optimal sample complexity (for CSQ

algorithms) of (n*/?). Going beyond CSQ algorithms, Chen & Meka (2020) provide a filtered-PCA
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algorithm that achieves polynomial dependence on the dimension 7 in both compute and sample
complexity. Note that this is not achievable for CSQ algorithms. For the parity learning problem,

the SQ computational lower bounds are Q(%¥) (as described in Section 6.3.1).

EMPIRICAL INDUCTIVE BIASES OF LARGE MLPs.  Our experiments on tabular benchmarks sug-
gest that wide and sparsely-initialized vanilla MLPs can sometimes close the performance gap be-
tween neural networks and decision tree ensemble methods. This corroborates recent findings that
vanilla MLPs have strong enough inductive biases to generalize nontrivially in natural data modali-
ties, despite the overparameterization and lack of architectural biases via convolution or recurrence.
Notably, many state-of-the-art computer vision models have removed convolutions (Dosovitskiy
et al., 2020; Tolstikhin et al., 2021); recently, (Bachmann et al,, 2023) demonstrate that even large
vanilla NLPs can compete with convolutional models for image classification. Yang et al. (2022a)
find monotonic improvements in terms of model width, which are stabilized by their theoretically-

motivated hyperparameter scaling rules.

MULTI-RESOURCE SCALING LAWS FOR DEEP LEARNING. Many empirical studies (Kaplan et al.,
2020; Henighan et al., 2020; Hoffmann et al,, 2022; Zhai et al., 2022), motivated by the pressing
need to allocate resources eftectively in large-scale deep learning, corroborate the presence and regu-
larity of neural scaling laws. Precise statements and hypotheses vary; Kaplan et al. (2020) fit power-
law expressions which predict holdout validation log-perplexity of a language model in terms of
dataset size, model size, and training iterations (2, », T'in our notation). The present work shows
how such a joint dependence on 7 X » X T can arise from a single feature learning problem with a
computational-statistical gap. Numerous works attempt to demystify neural scaling laws with theo-
retical models (Bahri et al., 202 1; Hutter, 20215 Michaud et al., 2023); ours is unique in that it does

not suppose a long-tailed data distribution (the statistical complexity of identifying a sparse parity is
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benign). We view these accounts to be mutually compatible: we do not purport that statistical query

complexity is the unique origin of neural scaling laws, nor that there is a single such mechanism.

C.2 Proors

C.2.1 Multi-resource lower bound for sparse parity learning

For some target function fand some parameters ¢, we denote the population gradient over the dis-

tribution D by:

4,6 = E_[Vol(hs(x).fx))

and we denote by g;(-, -) the gradient w.r.t. the 7-th coordinate of 6.

Similarly, denote the empirical gradient by:

G0 = - 3 Vallbs(x).f1x)

xeS

and g;(, -) denotes the 7-th coordinate of the empirical gradient.

Lemma C.x1. Forevery 6 and every i it holds that

] 1
SN]EO [(gl(;{S, — Lo(hs(x)) - 87}7&( )) ] < %
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Proof. Fixsome? € [7],

1 ) S
= g E X) - —ho(x -
S [XS( "o )] =0

where the last inequality is from Parseval, using the assumption || Vhs(x)||, < 1.

Proof of Proposition 6.3. Using the Lemma C.1 we get:

o) max (gz(;(s, 6;) — Lo(hg (x)) - (%be; (X)> ]

ZZ(&% bolbir (%)) 8be*(x)>2]

i=1 t=1 ael‘t
7§372

~
>~
~

Therefore, taking expectation over the choice of 6

2
ggsg%z) max (gzug,er)—ﬂo(wx)) %m ))]
, 9 ?
= SE‘%D%% max (gz%, ) = tollhe: (%)) - 50 b <x>> ] < 02/2

So, there exists some S € (Z) s.t.

E

Bo 08;

max <gi(lsv )~ tolhg (%)) - 2 by (x )) ] <or)2
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Observe the noise variable £, = £o(hg (x)) - 3 /75* — &(x5, 97, St). From Markov’s inequality

and Assumption 6.2, with probability at least 1 — 9 over the choice of 6y, forallz < Tand 7 € [/]:

. " 0
gz'()(y 9:781) - EO(bﬁ;‘ (X)) 6, 176*( ) 7

therefore, we get that &, ..., & € [—7, 7]” (i.e., this is a valid choice of adversarial noise variables),

and SGD follows the trajectory 4, . . . , 67 O

C.2.2  Feature selection with an over-sparse initialization and a wide network

WARMUP: EXISTENCE OF GOOD SUBNETWORKS

Let hw(x) = o((w, X)) be a single ReLU neuron, where o(x) = max{x, 0}. Fix some 4% < s < .
Assume we initialize w € {0,1}” by randomly choosing s coordinates and setting them to 1, and
setting the rest to zero. Fix some subset.S C (). We say that w is a good neuron if § C w. We say

that w is a bad neuron if it is not a good neuron.
Lemma C.2. With probability at least (s/ 21)* over the choice of W, W is a good neuron.

Proof. There are ( ) choices for w, and there are ( ) good choices for w. Observe that:

(7)<t e (T () (12 )

and therefore the required follows. O

Lemma C.3. Assume k is even, s is odd and k < 3. There exist constants Cy, ¢ s.t. if W is a good

neuron, then:

1. Foralli € S,
0
E %bw(x) xe(X)| = Cry

X

259



2. Foralli ¢S,
0

B | o) 50| = i,
and furthermore, there exists a constant kg s.t. |Cps| > x4(,” ) 2 nd ’g” < 4716
kys

Proof. First, consider the case where 7 € S. Therefore,

0

() -mx)] = B [((wax) 5 25(0)]

x~{x1}r | Ow; x~ {1}
x{E} {Zjew ijO} S\ ]
= E 1M i 1
= ey | GMAG) 5 ) 2o ()

1~ .

= W5\ ()

where S\ {7} is interpreted as a subset of [s]. From symmetry of the Majority function, all Fourier
coefficients of the same order are equal. Therefore, the first condition holds for G ;, = %l\//la\jj(k —-1),
where I\@ (k — 1) denotes the (£ — 1)-th order Fourier coefficient.

When7 € S\ w we get:

x~{x1} | Ow; x~o{£1}

0 bw<x>-z5<x>]= E [((w,x) - z5(x)]

E
x~{£1}”

I X )
{Zjewxj>0} o ]

1. 1
= B | (3Ma60 + 5) )]

= MR (SU{3)
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Finally, when 7 ¢ S we get:

wottays %hw(x).zs(x) = E [/((w,x)) % y4(x)]

Therefore, the second condition holds with ¢, = %1\@ (k+1).

Now, from Theorem .22 in O’Donnell (2014) we have:

() M- = 3 W2l )
el Sle(/eil)

where p(v) = -2, (12;11) So, weget |G| > 24/p(k—1)(,°)) -z, Using the same Theorem, we
2

also have:

<ki1> Maj,(k + 1) Z Maj,(8)% < 2p(k +1) < 2p(k — 1)
S’E k 1
So, we get:
o] _ V2D s | G
|Cs| ~ /o(k — 1)(,€j1)_1/2 ()

- 2kl +1) @&k
= \/(J—/e—G—Z)(s—/e—l-l) = \/(1/4);2 =4

Lemma C.4. Assume that k < 7. If W is a bad neunron, then:

< C/e7x

B | o) 5]

1
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Proof. First, assume that |\ w| > 2. In this case, there exist 7,/ € Ss.t. w; = wy = Oand 7 # 7.

Fix some j € [n], and choose some ;' € 7,7 s.t. // # .

9, (x) - ZS(X)] = E _[/((w,x)) x5(x) 5

{21y | Ow; )~ {1}

= B[4 20909 ]

x~{£1}”
=E|x|- E |J((w,x))- n(X) x| =0
xj,_ [x]] x[”]\{/}[ (( )) }(5\{,}( ) xj:|

and this gives the required.
Now, assume that S\ w = {7} for some index 7. For every j # 7, similarly to the previous analysis,

we have:
E ilo (x) - y(x)| =0
xe {21} | Owy s N

Finally, similarly to the proof of Lemma C.3, we have:

0 1 — .
B0 as00] = S\ 1) =

and so we get the required. O

END-TO-END RESULT

We train the following network:
Swbug(x) =Y o ((wi,X) + b) + £
=1

We fix some £ < 5 < # and initialize the network as follows:

* Randomly initialize Wy, ..., w,/, € {0,1}"s.t. ||[w[|; = s (i.e., each w; has s active coordi-
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nates), with a uniform distribution over all (?) subsets.

* Randomly initialize 4y, . . ., b,/5 ~ {ﬂl, . 718/«/2—1} where 8, = %k (—k+2:41/16).

* Randomly initialize #,, . . . , #,/, ~ {#£1} uniformly at random.

* Initialize W51, - s Wiy b0 415, bp st W = W, pand by = b,y (symmetric
initialization).

* Initialize#, /511, ..., ttp 5.t 0, = —tt; 5.

* Initialize = 0

Let £(y,y) = max(1 — yy,0) be the hinge-loss function. Given some distribution D over X' X
{=1}, define the loss of fover the distribution by:

o) = E 1Ax).y)

x,y)~D
Similarly, given a sample S C &' x {=£1}, define the loss of fon the sample by:

Ls(f) = g, S A1),

(xp)eS

We train the network by gradient descent on a sample S with /¢, regularization (weight decay):
gt = (1 — 20)g) — V(I)VLS(fg(t))

We allow choosing learning rate 7, the weight decay A differently for each layer, separately for the

weights and biases, and for each iteration.
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Lemma C.s. Fixsometr > 0,0 > 0. Let S be a set of m examples chosen i.i.d. from D. Then, if

m > ), with probability at least 1 — 9 over the choice of S, it holds that:

4log(4nr/d
2 g

VW b Lo (fwbug) = VW bLls(fwbug)| <7

Proof. Denoteby 8 € R™7” the set of all parametersin W, b. Forevery i € [nr + 7], from

Hoeftding’s inequality, we have:

0 0 Jd
— _ <
Pr <’ &%LD%) 86’1‘L5(ﬁ) — 2nr

> ’r) < Zexp(—m72/4)

and the required follows from the union bound. O

Given some initialization of W, b, for every j denote by /; C [r/2] the set of indices of neu-
rons with good weights and bias equal to ﬂj. We say that an initialization is 7/-good if for all j we have
72 < || <27

Let ¢ be some vector-valued function. We define:

glloe2 = sup llg(x)ll,

For some mapping ¢ : X — R”and some B > 0, denote by H g the class of linear functions of

norm at most B over the mapping ¢:
Hys = {byu + |lull, = B}

where by u(x) = (¥(x), u).

Denote by p(t) the output of the first layer of /iy 1, u g after ¢ iterations of GD".

“We assume 1 is appended to the vector for allowing bias
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Lemma C.6. Fixsomed > 0. Fix some r'-good initialization W, b. Let y = i ‘Ck,x‘ _1, and let

4log(4nr/d)
72

v < L. Assume that m > . Then, there exists some mapping ¥ s.t. the following holds:

— yl6kn

1 Yl < VBEZ

2. There exists u* s.t. Lp(hyy) < 7'4\/%3", with |[u*||, < By, for some constant By,

3. With probability at least 1 — 9 over the choice of S ~ D™, we have

ool < e

Proof. We construct two mappings ¢, ¥ as follows.
* We will denote ¥ (x) = ¥5(x) = 1to allow a bias term.
* For every 7, if w; is a bad neuron, we set ,(x) = ¥7(x) = 0.
* For every good neuron w; s.t. 7 € I, we set:
- ¥i(x)=¢ (’7Ck7: Zj’Gij' + 1%)
- ¥x) =07 (ka,s 2 yes s Dpewns G T ﬂj)
~ Vi) = o (=7 Chry + )
= Yir2 (x) =0 (_’7(:/6,5 Zj’eS X+ ks Zj’EW,-\S xj + ([Zj)
We will show that ¢* achieves loss zero, and that ¢ approximates it. We assume C;, ; > 0 and the
case of Cp ; < 0 is derived similarly.
First, notice that from Lemma C.3,

i }Ck’“"
2k | Cy

<

N

‘776&5, =
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i ul| v 4k’
Claim: for every u, |Lp(hyu) — LD(bW,u){ < H\/;f

Proof: Observe that

Lo(bya) ~ Lnlbyra)| < Igw ha():9) ~ €y w): )] < E [y u) — by
= B[00 - 00, wl] < Il Ellye0" — pooll
e uun\/ (1960~ #0I] = \/Z%[(ﬁ(x)—%(x))z}
2
<lhul | D0 E ({7 D x| | < Il VR ] v
7 is good JeEwAS

_ Il Va&~
=T

Claim: There exists u* with norm ||u*|| < B and Lp(hy+ u+) = 0.

Proof: For every x, denote sx = Zjesxj’ and observe thatsx € {—k, —k+2,... k=2 k} = S
and y4(x) = sx mod 2. For every , denote v]'-" (5) = o35 + ﬂj) and v, (s) = o(—355 +
bj). Then, foreverys € Sdenote v(s) = (1,07 (s),..., UZ/Z_I, vy (5),. .., ”;/2_1(5)) € R~

Observe that V' = {v(s)}ies € R¥** haslinearly independent rows, and therefore there exists

_ + + = = k T, _ x

v = (v0,7],... S ARTE TR, ,v/e/z_l) € R¥s.t. v(s) '» = s mod 2. Now, define u* s.t. for

every bad 7 we set #; = 0, and forevery7 € [; wesetu; = ﬁ—,vf and u;rr/z _ ’]| /; »and set
J ’ /

uy = vy. Observe that for every x € X’ we have:

B0 =+ Y ‘;‘ S (o)) + 7 (5057) = (Vi) ) = 5 mod 2= g5(x)
:

J i€l

and therefore Lp(hy,u+) = 0. Additionally, observe that

1

2

[Ju*[|* = V%+Z‘[|2((Vf)2 ()% < IIvll3
i
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Now we prove the statements in the main lemma:

1. Foreveryx € X we have

”3# H2 Z Z + ¢z+r/2( ) < 42 ‘[]‘ < 8/6}"/

i€l 7

2. Follows from the two previous claims.

3. Assume we choose A = 1 for the weights of the first layer, A = 0 for the biases of the first
layer,y = 5 {C/w{_l for the weights of the first layer, and 7 = 0 for all other parameters.

From Lemma C.5, w.p. atleast 1 — 0 we have:

VW bLo(fw bug) = Vwbls(fwpug| <7

®

Denote by w; ’ the /-th weight after the first gradient step, and denote W} := —yVw,Lp(fw b,us)

)

and w; 1= —yVy,Ls (fW,b,u,ﬁ)- By the choice of 1, we get w,; ’ = W,. Observe that for all

1

[W: — W/l oo =7 va,-LS(fW,b,u,ﬂ) — VWZ-LD(fW,b,u,ﬁ)H <yt

. ek B
Claim: For all 7, 7, 1fwly = 0, then |w z] w; ] e

(1)‘ < 1
Proof: We have |u; ;| < 57, and the claim follows from the fact that 77 < .

First, consider the case where W; is a bad neuron. In this case, by Lemma C.4, we have

[w?l, < 5z and |[w} ||, < 1,and from the previous claim we get HWZ(-I) o

Therefore, for all x € X we get:

[l ) = (s = w4z x)| < (b o =), e < 5
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Since at initialization we have b; < —%, and we have y7 < ﬁ, forallx € X
€y) b)) =0 =
o (w; 7, x)+b;) =0=y,(x)
Now, assume that w; is a good neuron. In this case, by Lemma C.3, we have

iy(fk7J JE S

wiehs jES

Observe that ¥,(x) = ¢ ((W}, X) + b;), and therefore:

z

v, (x) -7 <<wl(»1),x> 4 bz>

< ‘<wl(-1) - wj,x>‘ < le(.l) —w

< nyt
1—’7

Similarly, in this case we will get

%H/Z(x) -7 <<wl(jr)r/2, X> + b,‘_s_,/z) ‘ < nyz. Now the

required follows from all we showed.

Lemma C.7. Fix some mappings ¥, ¥ and some w. Then, for for every distribution D:

‘LD<b¢,w) —LD(/?;V,W)‘ S HWH H!’_ S/HOO,Z

and. for every sample S:
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Proof. Observe that, since £ is 1-Lipschitz:

olby w) = Lolhyw)l < E [[€(hy e (x),9) = by w(x),9)]]
x,y)~D

IN

E [|byw(x) = hyw(x)[] < E [[(¥/(x) — y(x), w)]]
E[|[Y () =y Iwl] < Iwl{ly =¥l

IN

and similarly we get:

|Ls(hy w) = Ls(hyw)| < W ¥ = ¥ 2
]

Lemma C.8. Fix some mapping ¥, and let S be a sample of size m sampled i.i.d. from D. Then, with

probability at least 1 — 3 over the choice of S, for every ¥/ and for every b € H.y g, we have:

2B +1 2log(2/9
Lo<h>3Ls<b>+( ”‘”“’Zﬂ) g</)+ZBH¢—¢’Hw,2

Proof. First, observe that using Theorem 26.12 in Shalev-Shwartz & Ben-David (2014), with proba-

bility at least 1 — 9 over the choice of S, for every by w € Hy,p we have:

(2B [l o, +1)1/210g(2/9)
N

L’D(b;#,w) < LS(b;k,w) +
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In this case, using the previous lemma, for every ¢/ and every hy w € Hy pwe have:

Lp(bwyw) S LD(bw,w) +B H¢_ 3/Hoo,2

(2B [[¥]l o » +1)1/210g(2/9)
vm

B[00, +1)/210g(2/9)
Jm

< Ls(hyw) + + B[y~ ¥l 2

< Ls(b%w) +

+2B[ly =¥l

Lemma C.9. Fixe, 9 € (0,1/2). Let  be some mapping s.t. there exists W* satisfying |w*|| < B
and Lp(hyw+) < e Let S be a sample of size m from D. With probability at least 1 — 28 over
the choice of S, there exists a choice of learning rate, weight decay and truncation parameters s.t. if

(V2o 1) b8 2/) o

2
o)~ Hlcs < hand iy = 2 (Il +57) andm >

returns a function b s.t. Lp(h) < 7e.
Proof. Consider the following convex function:
Aol
L(w) = Ls(byo) w) + 7 W]

Claim 1: for all x and y, we have |((hyw+ (x),y)| < B 1 oo -

Proof: Observe that,

|y (%),2)] < [y ()] = [(#(x), W) < l¥)l], W™ < B[yl

B[l o, 21/ 210g(2/3)
o

Claim 2: W.p. atleast 1 — 9 we have Ls(hyw+) < ¢+

270



Proof: from Hoeftding’s inequality, using the previous claim:

Pr[Ls(h) > Lp(h) + 4 < exp (—WZ>

2|Iyll5 , B2
And therefore,
[l 00,2 Bv/210g(2/9)
Pr |Ls(hyw+) 2> Lp(hyw* ’ <9/2
r | Ls(byw) 2 Lp(byw+) + NG /
and the required follows from the assumption Lp (hy,w+) < ¢
Claim 3: L(w*) < 26 4 /e v SIS LY
Proof: from the previous claim, we have Ls (byw+) < ¢ + Bl cc.2 f; log(2/?) Using Lemma
C.7, weget Ls(hym ) < ¢+ BW”“’Z\F"; Loe(2/7) + By — ol H and the required follows.
Claim 3: there exists a step-size schedule for GD s.t. Ls(wr) < infW Ls(w)+ 100(W||°°’2+Z/TB) (Hos(D)

Proof": Using Shamir & Zhang (2013)

Combining the previous claims, we get:

2
Liwr) < 26 4 B[l o2 v/210g(2/9) LB 100(|#l..., + ¢/B)2(1 + log(7))

N 2 AT

Now, choosing 1 = 2 we get:

B ¥ o2 v/210g(2/9) . 1008>([|¢¥]l o, + ¢/B)*(1 + log(7))

L <2
(i) < 264 Vm el
2 21og(2/d
S0, if ey = % (WHOOZJFB—l) andm > <4ﬂ6\w<,o,;2+1> B have Liwy) < 4¢
and therefore ||w||* < 2L(wr) < 8B
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In this case, using Lemma C.8, we w.p. at least 1 — 9t

(4V2B [fl s , +1)/210g(2/3)
Jm

+28|y- 0| <7

00,2

Lp(hym wr) < Ls(bhym w,) +

Lemma C.1o. Fixsome d. Assume we initialize a network of size r > 20k(2n/s)* log (%k) Then,

wp. at least 1 — 8, W, b is ¥/-good for ¥/ = Z(s/2n)".

Proof. From Lemma C.2, the probability of drawing a good neuron is > (s/2x)*. So, for every 7,
the probability of drawing a good neuron with bias 3, is at least 7 (s/ 2n)F. Denote by 7 the number

of good neurons with bias 4,. Observe that E[#}] = Z; (s/2x)*. Using ChernofP’s bound, we have:
fs 2 (of2m)] < exp (== (s/20)F) < 2
Pr {rl> 4/6(5/271) } _exp( 20/6(5/2”) ) <%

and similarly Pr [/} < 2 (s/2n)}] < 2% So, using the union bound we get the required. O

Theorem C.11. Fixd € (0,1/2),¢ € (0,1/2), and assume we choose:

. s> gBlos/d)

1 &2

r= {a(zk) (n/s)*log (1/5)—‘
s m> ocgk) (,5,)n*log(nr/8)log(1/9)

« T> 2 \B) 10g(1/9) log(7)

4 &2

for some constants agk) , agk) , agk) , agk). Then, with probability at least 1 — 9 over the choice of sample

size and initialization, gradient descent returns after T iterations a function b s.t. Lp(bh) < e.
Proof. Choose r = [20k(2n/5)* log (%k)] .
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* From Lemma C.10, with probability at least 1 — 8 we get an #/-good init with / = Z(s/2n)*

and notice that 10 log(24/3) < /' < 20log(2k/9).

* Lety = &1 2 5/(7) and

é

£ 1
< min < )
40B,nx;, (/eil) log(2k/9) 4Bykr'ny 167kn

T =

Choosing

4'40232Kk7l2( ’ )Iog(Zk/5)2 log(4nr/9) 4log(4nr/d
k - ogl4nr,
m > k—1 — > g( / )

- 2

80kB2 log(2k/9) 4kr’ B2
- 52 £ 2 > ) £

from Lemma C.6, the conditions for Lemma C.9 are satisfied with
1. B= 5.

2 ¥l < VB8R < 44/10klog(2k/3)

e

* Choosing
. 100(4 10/elog(2/e/§)+3_1)2 100 2
~ @ 2 7 >0 ([Pl +87)
> (V3RO 1) bg(2/3) <, (V2BI¥g 1" on(2/)

£ £

using Lemma C.9 we get w.p. at least 1 — 20 we have Lp(h) < 7e.
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C.2.3 Feature selection with an under-sparse initialization and a narrow network

Fix some subset .S C (Z) to be the true parity function. Let & be even.

We train the following network:
JWobup(x) = Z nio ((W;,x) + b;) + 8.

i=1

We initialize the network as follows:

* Randomly initialize wy, . .., W, /5 € {g,1}" s.t. s coordinates have weight 1 and rest have

weight e < ﬁ, with a uniform distribution over all (f) subsets.

* Randomly initialize 4y, . . ., b,/z ~ {fg%, — 162_73, cee —gi,gi, ... ,ekz;/;,s%

* Randomly initialize 1, . . ., #,/, € {#£1} uniformly at random.

* Initialize w, /511, ..., Wy, b,/0 41, .o, brste W, = W, pand b; = b,_, ), (symmetric
initialization).

* Initialize #, /51y, ... ttps.t 11, = —tt; 5.

* Initialize = 0

Similar to the over-sparse case, we consider hinge-loss. We consider one-step of gradient descent

on a sample S with ¢, regularization (weight decay):

V) = (1-2)60 — ytunc(VLs(f0),7)

with learning rate 7, truncation parameter y, and the weight decay A chosen differently for each

layer and separately for the weights and biases. Note that truncation just zeros out gradients with

magnitude < y.
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MajoriTy AND HALF.  We will make use of two Boolean functions: (1) Majority, and (2) Half

(derivative of Majority). For inputx € {£1}”, we define

Maj(x) = sign (Z x,'>

wheresign(2) = lisa > 0else —1. The derivative of the Majority function is denoted by

D,Maj, = Half and is defined for inputx € {£1}" as:

Half(x) =1 <Zn: X = O) .

The corresponding Fourier coefficients corresponding to set .S are denoted by I\//I;jn (S) and Half,_, (S).
Note that both functions are permutation invariant, so the Fourier coefficients only depend on the

size of the set.

Lemma C.12 (O’Donnell (2014)). For any integers m > j, we have

() ()

Filfn () = Mol (3 1) = (1 Gy 55
2

POPULATION GRADIENTS AT INITIALIZATION.  Consider a fixed weight w with the set of 1
weights indicated by S C S. We first start with computing the population gradients for this neu-
ron (hy(x) = o((w, x)) be a single ReLU neuron where o(x) = max{x, 0}) at initialization for

varying SN S = Sand parity and non-parity variables.

Lemma C.13 (Population gradient at initialization for parity variables). Assumings < kwith s,k

even, fori € S, we bave

B oy (3) 50| = SFRIES ()], (5 (5L {2}).
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Proof. Fori € S, we have

0
xw%ﬂ}ﬂ %bw (%) - xs(x)

= B [/((wW,x) % ()]

x~{£1}”

Sincez € S

E
x~{£1}?

I AS\{7} (x)
{ZJ'GS/ wite ngs’ x/'>0}

Splitting based on value of ) | jes X

x~{:t1}”

I I 2o I I X\ (%)
{Zeyxj 0} {Zjes’x/>} e ] x~{:|:1}” {Zjes”f/>0} {Zjeyx/+£ ;es’x/>0} a ]

Using the fact that ‘5 ngsl xj‘ <(m—s)e<l:

x~{i1}”

{Sevs=o} {Sgwsze) ] b | {50}

Splitting between variables in ' and outside S':

xw{il}”

I
(om0 )] e

I Zaeup® |+ E I Xap®)
{Z s "J>0} {1 {ZjGS’ "J’>0}

276



Replacing indicators with Maj and Half appropriately:

1 :
= XN%EZI}” [Halﬂ(xsz);@\{[} (x)} XNE:I}” [2 (Maj,  (xpps) +1) ZS\(SU{:’})(X)]

1

ey [2 (Ma, () +1) 251 (X)] L 25t )

Replacing indicators with Fourier coefficients appropriately:

—
a
n

= JHRIE(S\ (1)) (M j,(S\ (SU{) + T (m,-m (i) +

1 ) 1 ) 1
{scsu(n)}) 2 {S\{=¢}/ {sSsu{1}}
= 16T\ DV, 5\ (U L) + 5 (@(3\&% oy TS \{i})) e

{S\{s}=p} {scsu{s}}

Since k,sareeven and k < 5, |SU {7}] < s+ 1 < k = |S] therefore ]I{chu{l.}} =0:
l == o\ faers s
= SHalf(S\ {7})Maj, (S\ (SU{7})).

This gives us the desired result. O

Lemma C.14 (Population gradient at initialization for non-parity variables). Assumings < kwith

s, k even, fori & S, we have

LB G hel) 50| = SHRIEGU (S0 (VG (U D\ S).
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Proof. Fori & S, using similar calculations as in the proof of Lemma C.13, we have

0
() -mx)}

x~{£1}*

- xwgl}n [OJ(<W7 X>) Xy XS(X)]
x~{£1} _{Zjes’ Nted gy xj>0}

= E 1 I rum®|+ E I ™)
N {Sey 520} {Sw >0} T [ {Ser o}

= ol I oo™ | E T 2o )
x~{£1}” _{Z;‘es’ xJ:O} s'n{z}) x~{£1}” {Z/gs’ xj>0} {H\
+ E 1 XUt (x)
x~{£1}” {Zjes/ xj>0} {3
1 .
= XNE:l}n [Halﬂ(XS/)ZS‘U(S’ﬂ{[}) (X)} XN{I§:1}7L |:2 (Ma]nfj(x[n]\S’) + 1) X(SU{)\S (X):|
1 .
X~ {1} {2 (Maj,(x5) +1) XSU(S’ﬂ{z‘})(X)] XN{IE::H}” [?((Su{f})\y (X)}

_ %ﬁmgu (' N {i})Maj, _(SU{})\ §)

1 [ — - Half,(S'\ {7
+3 (MaJ;(SU (') + {SZ;AI&S,} HHalf (5 {l})> suges)

Using the fact that |§'| < |S] therefore Tyg 13¢5y = 0:
= JHRIE(SU (S0 {1V, ((SU{D)\ 8.

O]

Similar to the over-sparse setting, we say a neuron is good if S C S, that s, if the selected variables

are a subset of the relevant variables. Then we have,
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Lemma C.15 (Population gradient at initialization for good neurons). Assumings < kwiths, k

even, for good neurons, forS' =5NS wehave

LHalf,(s)Maj, (k—s—1) ifi€S\S,

E
x~{£1}7 | Qw;

hw(x) - 75(X) | = § LHalf,()Maj, _(k—s+1) i ¢S,

0 otherwise.

Proof. Using Lemma C.13 and C.14, we get

1. /€8,/es":

B0 2500] = SRS ()38, (5\9

2. 1€85,i¢S:

0 1 = S
B0 2500] = SR, (5 GU )

3. ig S ieS:
0 l— - — _
B0 2500] = SRS U )N, (519
4. i€ 8,i¢gS:
E |2 — YiEG)ME, ((5\3)u{i
Y [awl w(X) 'ZS(X)] = Ha S(S)Maj, ((S\S)U{})

Since S’ C S, the arguments to the Half for (1) and (3) are odd. The corresponding Fourier coefhi-

cients for odd sets for Half are o (see O’Donnell (2014)), thus we have the desired result.
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Theorem C.16 (Formal version of Theorem 6.5). Fix s, k, e such that s < k,e > 0. Then for network
width r > Q((n/k)"), the initialization scheme proposed here gnarantees that for every (n, k)-parity
distribution D, with probability at least 0.99 over the choice of sample and initialization, after one step
of batch gradient descent with sample sizem = O((n/k)¥=1) and appropriate choice of learning
rate, there is a subnetwork in the one-layer ReLU MLP that has at least % — £ correlation with the

parity function.

Proof. To compute the parity function, we need to have £ neurons which identify the correct coor-
dinates and have the appropriate biases. In order to identify the correct coordinates, we will focus
only on good neurons, and on population gradient. We will then argue by standard concentration
arguments that this holds from samples.

Let us consider a good neuron with S C S Firstly note that the scale of the bias is set such
that it does not affect the gradient, Since it is at most £/2. Thus we can assume the no bias case for
gradient computation. Forall7 € §\ ', thatis, the set of relevant variables that are not selected
in the initialization, let fs\ ¢ denote the gradient at initialization, and for all 7 & S, that s, the set
of irrelevant variables, let £\ g denote the gradient at initialization. Then using Lemma C.15 and

Lemma C.12, we have

’fS\S’ n—s
= .1 > 1.
‘5 i) \s‘ ’
With 7 and y being o on the bias terms and the second layer, 5 = — m for the first layer
S\ S

weights, A = 1 — yandy = ‘f[”}\ s| » one step of truncated population gradient descent gives
us, forall; € S, w; = 5 andforalli & S, |w,| = % Since our initialization has two copies of the
same neuron with second layer weights 1 and —1, one of them will have the gradient in the correct
direction, ensuring the above, in particular, the one with the weight being sign(&¢\ ). Since £ can

be set to be arbitrarily small, terms with % can be ignored in comparison to terms with £. Thus the

non-parity coefficients do not affect the output of the function and we get the appropriate parity
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coefficients (scaled by £/2k). To extend these guarantees to the batch gradient setting, we need to

compute gradients to precision

k—s—1

f[ﬂ\s’ [2=c(n—2s)" 2

T =

for some constant ¢, dependent only on 5. This implies a sample complexity of O(c(n — 5)¥=1)

using standard Chernoff bound. As for the width, we need to ensure that we have the required

number of good neurons with appropriate bias. The probability of a randomly initialized neuron
to be good is
()

()~ ° (1)

The probability of choosing the appropriate biasis 1/ (£ + 1). Thus to be able to choose £ + 1 good

neurons with correct biases, we need width O(k?(n/k)°). O
We provide some additional remarks on the proof of Theorem 6.5:

* The sample complexity compared to the dense initialization studied by Barak et al. (2022)

improves by a factor of 7*, at the cost of a higher width by a factor of 7.

* We conjecture that Theorem 6.5 can be strengthened to an end-to-end guarantee for the full
network, like Theorem 6.4. The technical challenge lies in analyzing how weight decay uni-
formly prunes the large irrelevant coordinates, without decaying the good subnetwork. We
believe that this occurs robustly (from the experiments on sparse initialization), but requires

a more refined analysis of the optimization trajectory.
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scheme, width 7, dataset size 7). All other algorithmic choices (learning rate 7
of width: overparameterization does not worsen the failure mode of overfitting in this setting,

works, sparse initialization scheme enlarges the feasible regime

where wide networks can learn at small sample sizes m

unpredictable fa
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C.3 FULL EXPERIMENTAL RESULTS

C.3.1  Full sweeps over dataset size and width

In our main set of large-scale synthetic experiments, we train a large number of 2-layer MLPs to
solve various (7, k)-sparse parity problems, from 72 samples. The full set of hyperparameters is listed

below:

* Problem instance sizes: # € {50,100,150,...,300},% € {3,4}. Note that Barak et al.
(2022) investigate empirical computational time scaling curves for larger £ (up to 8) in the
online (7 = 00) setting. We are able to observe convergence for larger £ in the offline setting,
but we omit these results from the systematic grid sweep (the feasible regime is too small in

terms of 7).

* Dataset size: m € {100,200, 300, 600, 1000, 2000, 3000, . . ., 600000, 1000000}. We also
include runs in the online regime (rightmost columns in Figure C.1), which correspond to

the regime studied by Barak et al. (2022).
« Network width: » € {10, 30,100, 300, . .., 10000, 30000, 100000}.

* Initialization scheme: PyTorch default (uniform on the interval [-1//%,1/+/7]), and ran-
dom 2-sparse rows. In coarser-grained hyperparameter searches, we found 2 to be the op-
timal sparsity constant for large-width (> 1000) regimes studied in this paper; we do not
tully understand why this is the case. We also keep the PyTorch default initialization scheme
(uniform on the width-dependent interval [—1/4/7,1//7]) for the second layer, and use

default-initialized biases.

At each point in this hyperparameter space, we conduct 50 training runs, and record the sxccess

probability, defined as the probability of achieving test error < 10% on a held-out sample of size
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10* within 7" = 10° training iterations. The hyperparameters for SGD, selected via coarse-grained
hyperparameter search to optimize for convergence time in the z = 200, £ = 3, » = 10000 setting,
are as follows: minibatch size B = 32; learning rate 5 = 0.1; weight decay 4 = 0.01.

Figure C.1 summarizes all of our runs, and overviews all of the findings (1) through (4) enumer-

ated in the main paper. We go into more detail below:

(1) A “success frontier”: large width can compensate for small datasets. We observe conver-
gence and perfect generalization when m < #*. In such regimes, which are far outside the
online setting considered by Barak et al. (2022), high-probability sample-efficient learning
is enabled by large width. Note that neither our theoretical or empirical results have suffi-
cient granularity to predict or measure the precise way the smallest feasible sample size 7
scales with the other size parameters (like 7, £, 7). The theoretical upper bounds show that if
r = Q(n*), idealized algorithms (modified for tractability of analysis) can obtain O(poly(1))
or even O(log(7)) sample complexity, and smaller 7 can yield milder reductions of the expo-

nent.

(2) Width is monotonically beneficial, and buys data, time, and luck. Despite the capacity
of wider neural networks to overfit larger datasets, we find that there are monotonic sample-
efficiency benefits to increasing network width, in // of the hyperparameter settings consid-
ered in the grid sweep. This can be quickly quantitatively confirmed by starting at any point
in Figure C.1, and noting that success probabilities only increase” going upwards (increasing
7, keeping all other parameters equal). Along some of these vertical slices, we observe that
transitions from 0% to 100% are present: at these corresponding dataset sizes 72, large width
makes sample-efficient learning possible. Figure 6.2 (center) shows this in greater detail, by

choosing a denser grid of sample sizes 72 near the empirical statistical limit.

*Small exceptions (such as 98% — 96% for » = 100, k = 4, m = 2000) are all within the standard error
margins of Bernoulli confidence intervals.
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(3)

(4)

C3.2

Sparse axis-aligned initialization buys data, time, and luck. Used in conjunction with
a wide network, we observe that a sparse, axis-aligned initialization scheme yields strong
improvements on all of these axes. This can be seen by comparing the pairs of subplots in
columns 1 vs. 3 and 2 vs. 4 in Figure C.1. We found thats = 2 (i.c. initialize every hidden-
layer neuron with a random 2-hot weight vector) works best for the settings considered in

this study.

Intriguing effects of dataset size. Unlike the monotonicity along vertical slices in Fig-

ure C.1, some of the horizontal slices exhibit non-monotonic success probabilities. Namely,
as m increases, keeping all else the same, the network enters and exits a first feasible regime;
then, at large enough sample sizes (including the online setting), learning is observed to suc-
ceed again. Sparse initialization reduces this counterintuitive behavior, but not entirely (see,
e.g.,then = 200,k = 3 cell). We do not attempt to explain this phenomenon; however,
we found in preliminary investigations that the locations of the transitions are sensitive to
the choice of weight decay hyperparameter. Figure 6.2 (right) shows this in greater detail,

plotting median convergence times (as defined above) instead of success probabilities.

Lottery ticket subnetworks

Our theoretical analysis of sparse networks and experimental findings suggest that width provides a

form of parallelization: wider networks have a higher probability of containing lucky neurons which

have sufficient Fourier gaps at initialization to learn from the dataset. In Figure C.2 we perform

an experiment in the style of Frankle & Carbin (2018), showing that indeed the neurons which

end up being important in a wide sparsely-initialized network form an unusually lucky ‘winning

ticket” subnetwork. When we rewind the weights of this subnetwork to initialization, its test error

starts out poor, but when we train just this subnetwork from initialization its performance quickly
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Training the top-5 subnetwork from Training ten randomly initialized
Training the full network initialization with ten different SGD seeds width-5 networks

0.4

Error

0.2

0.1

0.0 1 1 1

0 5000 10000 15000 20000 25000 30000 0 5000 10000 15000 20000 25000 30000 0 5000 10000 15000 20000 25000 30000
Step Step Step

Figure C.2: (Lottery tickets) Left: Training a width-100 MLP on the (n=50, k=5)-online sparse parity task, where each
hidden neuron initialized with 2 non-zero incoming weights. Center: We prune all but the top 5 neurons by weight norm
at the end of training; rewind weights to the original initialization, and retrain with various SGD random seeds. Right:
The same as Center, but the weights are randomly reinitialized in each run.

improves, unlike the large majority of randomly initialized subnetworks of the same size. For this

experiment, batch size=32 and learning rate=o.1.

C.3.3 Training wide & sparsely-initialized MLPs on natural tabular data

As a preliminary investigation of whether our findings translate well to realistic settings, we con-
duct experiments on the tabular benchmark curated by Grinsztajn et al. (2022). For simplicity, we
use all 16 numerical classification tasks from the benchmark. These datasets originate from diverse
domains such as health care, finance, and experimental physics. Our main comparison is between
MLPs (with algorithmic choices inspired by our sparse parity findings) and random forests Breiman
(2001). We chose random forests as a baseline because they are known to achieve competitive per-
formance with little tuning. Figure C.3 summarizes our results, in which we find that wide and
sparsely-initialized MLPs improve sample efficiency on small tabular datasets. We describe these

experiments in full detail below.
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Dense init MLPs on tabular data
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Sparse init MLPs on tabular data
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Figure C.3: Full results of our tabular data experiments (following Grinsztajn et al. (2022)), varying MLP width 7, sample
size m (via downsampling the training data), and initialization sparsity. Both width and sparsity tend to improve general-
ization, especially for small datasets. See Tables C.1 and C.2 for further details.
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DATA PREPROCESSING.  We standardize the dataset, centering each feature to have mean o and
normalizing each feature to have standard deviation 1.” For each task, we set aside 10% of the data
for the test set, and downsample varying fractions of the remaining data to form a training set. We
vary the downsampling fraction on an exponential grid: {1, 0.6, 0.3, 0.2, 0.1, 0.06, 0.03, 0.02, 0.01,
0.006, 0.003, 0.002, 0.001, 0.0006, 0.0003, 0.0002, 0.0001 }. In each of 100 i.i.d. trials for each set-

ting, we re-randomize the validation split as well as the downsampled training set.

ALGORITHMS. MLPs are trained using the same architectural choices noted in Section C.3.1,
except the hyperparameters noted below. We use the scikit-learn Pedregosa et al. (201 1) Random-

ForestClassifier. Hyperparameters not mentioned are set to library defaults.

HYPERPARAMETER CHOICES FOR MLPs.

* Width : {100, 300, 1000, 3000, 10000, 30000}. For deeper networks, the hidden layers are

settor X 7.

* Depth (number of hidden layers): {1, 2, 3}. In all of these settings, depth-1 networks are

nearly uniformly outperformed by deeper ones of the same width.

* Sparsity of initialization: s € {2, 4}, and also dense (uniform) initialization. 4-sparse initial-
ization is nearly uniformly outperformed by 2-sparse (in agreement with our experiments on

sparse parity).
* Weight decay: {0, 0.01}. In these settings, this hyperparameter had a minimal effect.
* Learning rate: 102

¢ Batch size: 256

*Note that Grinsztajn et al. (2022) instead transform each feature such that its empirical marginal distri-
bution approximates a standard Gaussian.
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* Training epochs: 100

HYPERPARAMETER CHOICES FOR RANDOMFORESTCLASSIFIER.
* max_depth: {—1,2,3,4,10}
* max_features: {1,2,3, 4, sqrt, None}

* n_estimators: {10,100,1000}

LARGER WIDTHS. For all of the tasks except 2 and 9 (since these are significantly larger datasets),
we include extra runs with even larger networks: depth-2 MLPs with non-uniform width (i.e. se-

quence of hidden layer dimensions) {(100000,10000), (10000, 100000) }.

ProTs IN FIGURE C.3.  For clarity of presentation, in the plots where we vary MLP width and
initialization sparsity, we fix depth to 3 and sparsity level s = 2. Qualitative trends are similar for
other settings. The gold “best MLP” curves show the best median-of-100 validation losses across all

architectures in the search space.

COMPARISON WITH FULL-DATA BASELINES. To ensure that our baseline algorithm choices for
MLPs and random forests are reasonable, we present a comparison with the results of Grinsztajn
et al. (2022) (who performed extensive hyperparameter search) on the full datasets. These are shown

as the dotted lines in Figure C.3, as well as Table C.2.

Resurts. We note the following findings from the results in Figure C.3 and Table C.2:

(2T) Wide networks resist overfitting on small tabular datasets. Like in the synthetic exper-
iments, width yields monotonic end-to-end benefits for sample-efficient learning on these

datasets. This suggests that the “parallel search + pruning” mechanisms analyzed in our
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Task OpenML identifier # features | # examples
1 credit 11 16714
2 electricity 8 38474
3 covertype 11 566602
4 pol 27 10082
5 house_16H 17 13488
6 MagicTelescope IT 13376
7 bank-marketing 8 10578
8 MiniBooNE 5T 72998
9 Higgs 25 940160
10 eye_movements 21 7608

I1 Diabetest30US 8 71090
12 jannis 55 57580
13 default-of-credit-card-clients | 21 13272
14 Bioresponse 420 3434
Is california 9 20634
16 heloc 23 10000

Table C.1: Metadata for the 16 tabular classification benchmarks, curated by Grinsztajn et al. (2022) (January 2023
version, benchmark suite ID 337) and publicly available via OpenML.

(3T)

paper are empirically at play in these settings, and that these networks’ capacity to overfit
does not preclude nontrivial feature learning and generalization. These comparisons can
be seen by comparing the colored curves (which represent depths 2 and 3) within each sub-
plot in Figure C.3. In some (but not all) cases, these MLPs perform competitively with

hyperparameter-tuned random forest classifiers.

Sparse axis-aligned initialization sometimes improves end-to-end performance. These
comparisons can be seen by comparing vertically adjacent sparse vs. dense subplots in Fig-
ure C.3. This effect is especially pronounced on datasets which are downsampled to be
orders of magnitude smaller. We believe that this class of drop-in replacements for standard
initialization merits further investigation, and may contribute to closing the remaining per-

formance gap between deep learning and tree ensembles on small tabular datasets.
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Task Best MLP Best RF (Grinsztajn et al., 2022)
full 10% 1% | full 10% 1% | MLP RF Best model
1 24.5 | 27.8 | 342 | 22.0 | 22.9 | 24.8 | 22.9 | 23.6 | 22.5 (GBT)
2 18.9 | 23.2 | 25.1 | 15.4 | 18.0 | 23.0 | 23.6 | 13.7 | 12.8(XGB)
3 6.3 | 137 | 23.2 | 19.1 | 18.9 | 21.4 | 21.6 | 17.1 | 17.1(RF)
4 1.4 | 42 | 12.3 | 2.1 4.0 | 10,0 | 6.3 1.9 | 1.7(XGB)
5 12.7 | 149 | 20,0 | 12.4 | 13.9 | 17.4 | 12.1 | 12.0 | 11.1 (XGB)
6 14.6 | 16.5 | 23.1 | 14.8 | 168 | 21.9 | 14.6 | 14.5 | 13.9(FTT)
7 202 | 21.8 | 25.9 | 19.7 | 21.1 | 25.2 | 209 | 20.1 | 19.5 (GBT)
8 7.2 | 10.0 | 14.4 | 7.7 8.6 | 10.5 6.7 7.3 | 6.2(XGB)
9 26.1 | 28.7 | 33.7 | 28.5 | 28.7 | 20.9 | 31.4 | 29.1 | 28.6(XGB)
10 399 | 439 | 46.3 | 35.8 | 43.0 | 47.8 | 418 | 34.8 | 33.4(XGB)
11 39-1 | 393 | 40.7 | 39.-1 | 394 | 40.6 | 39.5 | 39.5 | 39.4(XGB)
12 23.0 | 26.1 | 28.7 | 22.0 | 23.8 | 27.2 | 25.5 | 22.7 | 22.0(XGB)
13 28.7 | 30.1 | 33.5 | 28.2 | 29.2 | 31.9 | 28.9 | 28.0 | 28.0(RF)
14 19.5 | 28.9 | 37.6 | 22.2 | 29.2 | 39.8 | 23.4 | 20.5 | 20.5 (RF)
Is 122 | 148 | 208 | 11.2 | 13.8 | 18.4 | 12.9 | 10.6 | 9.7 (XGB)
16 27.1 | 28.0 | 31.3 | 27.8 | 28.6 | 31.0 | 27.8 | 28.1 | 27.4 (ResNet)

Table C.2: Numerical comparisons for the tabular data experiments, to accompany Figure C.3. We report the median
test error (%) over 100 i.i.d. training runs of MLPs and random forests. The 3 subcolumns in each group denote models
trained on the full dataset and their {10%, 1%} downsampled counterparts. For all of these results, bootstrap 95%
confidence intervals have width < 2%. We observe that wide and/or sparsely-initialized MLPs are competitive with
tree-based methods. In the rightmost 3 columns, we provide test errors for the same tasks, reported by (Grinsztajn

et al., 2022) (GBT = gradient boosted tree, XGB = XGBoost, FTT = Feature Tokenizer + Transformer (Gorishniy et al.,
2021)). Note that our cross-validation protocol differs slightly (to handle variance incurred by downsampling), which
may explain performance discrepancies. We include these only to illustrate that our full-data accuracies are commensu-
rate with those in prior works focused exclusively on benchmarking models for tabular data.
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C.3.4 Software, compute infrastructure, and resource costs

GPU-accelerated training and evaluation pipelines were implemented in PyTorch (Paszke et al.,
2019). Each training run was performed on one GPU in an internal cluster, with NVIDIA P40,
P100, V100, and RTX A6ooo GPUs. A single 7 = 10° training run took 10 seconds on average
(with early termination for the vast majority of grid sweeps); across all of the results in this paper,
around 2 x 10° training runs were performed, in a total of 600 GPU-hours. Note that the precise
evaluation of test error (at batch size 10%) constitutes a significant portion of the computational cost;

this necessitated mindful GPU parallelization.
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Feature Emergence

D.1 FurRTHER RELATED WORK

Two closely related works to ours are Gromov (2023) and Bronstein et al. (2022). Gromov (2023)
provides an analytic construction of various two-layer quadratic networks that can solve the mod-
ular addition task. The construction used in the proof of Theorem 7.7 is a special case of the given

scheme. Bronstein et al. (2022)shows that all max margin solutions of a one-hidden-layer ReLU net-
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work (with fixed top weights) trained on read-once DNFs have neurons which align with clauses.
However, the proof techniques are significantly different. For any given neural network not satisfy-
ing the desired conditions ((neurons aligning with the clauses), Bronstein et al. (2022) construct a
perturbed network satisfying the conditions which exhibits a better margin. We rely on the max-min
duality for certifying a maximum margin solution, as shown in Section 7.3.3.

Margin maximization. One branch of results on margin maximization in neural networks in-
volve proving that the optimization of neural networks leads to an implicit bias towards margin
maximization. Soudry et al. (2018) show that logistic regression converges in direction to the max
margin classifier. Wei et al. (2019a) prove that the global optimum of weakly-regularized cross-
entropy loss on homogeneous networks reaches the max margin. Similarly, Lyu & Li (2019) and
Ji & Telgarsky (2020) show that in homogeneous networks, even in the absence of explicit regular-
ization, if loss becomes low enough then the weights will tend in direction to a KKT point of the
max margin optimization objective. This implies margin maximization in deep linear networks, al-
though it is not necessarily the global max margin (Vardi et al., 2022). Chizat & Bach (2020) prove
that infinite-width 2-homogeneous networks with mean field initialization will converge to the
global max margin solution. In a different setting, Lyu et al. (2021) and Frei et al. (2022b) show that
the margin is maximized when training leaky-ReLU one hidden layer networks with gradient flow
on linearly separable data, given certain assumptions on the input (eg. presence of symmetries, near-
orthogonality). For more on studying inductive biases in neural networks, refer to Vardi (2023).

Numerous other works do not focus on neural network dynamics and instead analyze proper-
ties of solutions with good margins (Bartlett, 1996). For instance, Frei et al. (2023) show that the
maximum margin KKT points have “benign overfitting” properties. The works by Lyu et al. (2021),
Morwani et al. (2023a) and Frei et al. (2023) show that max margin implies linear decision bound-
ary for solutions. Gunasekar et al. (2018) show that under certain assumptions, gradient descent on

depth-two linear convolutional networks (with weight-sharing in first layer) converges not to the
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standard L, max margin, but to the global max margin with respect to the L; norm of the Fourier
transform of the predictor. Our work follows a similar vein, in which we characterize max margin
features in our setting and relate this to trained networks via results from Wei et al. (2019a).

Training on algebraic tasks and mechanistic interpretability. Studying neural networks
trained on algebraic tasks has offered insights into their training dynamics and inductive biases,
with the simpler setting lending a greater ease of understanding. One such example is the task of
modular addition, which was studied in Power et al. (2021) in their study of grokking, leading to
multiple follow-up works (Liu et al., 2022b, 2023). Another example is the problem of learning par-
ities for neural networks, which has been investigated in numerous works (Daniely & Malach, 20205
Zhenmei et al., 20225 Frei et al,, 2022a; Barak et al., 20225 Edelman et al., 2024a). Other mathemat-
ical tasks like learning addition have been used to investigate whether models possess algorithmic
reasoning capabilities (Saxton et al., 2018; Hendrycks et al., 2021; Lewkowycz et al,, 2022).

The area of mechanistic interpretability aims to understand the internal representations of in-
dividual neural networks by analyzing its weights. This form of analysis has been applied to under-
stand the motifs and features of neurons in czrcuits— particular subsets of a neural network— in
computer vision models (Olah et al., 2020; Cammarata et al., 2020) and more recently in language
models (Elhage et al., 202.1; Olsson et al., 2022). However, the ability to fully reverse engineer a
neural network is extremely difficult for most tasks and architectures. Some work in this area has
shifted towards finding small, toy models that are easier to interpret, and employing labor inten-
sive approaches to reverse-engineering specific features and circuits in detail(Elhage et al., 2022). In
Nanda et al. (2023), the authors manage to fully interpret how one-layer transformers implement
modular addition and use this knowledge to define progress measures that precede the grokking
phase transition which was previously observed to occur for this task (Power et al., 2021). Chughtai
et al. (2023) extends this analysis to learning composition for various finite groups, and identifies

analogous results and progress measures. In this work, we show that these empirical findings can be
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analytically explained via max margin analysis, due to the implicit bias of gradient descent towards

margin maximization.

D.2 EXPERIMENTAL DETAILS

In this section, we will provide the hyperparameter settings for various experiments in the paper.

D.2.1 Cyclic Group

We train a 1-hidden layer network with 72 = 500, using gradient descent on the task of learning
modular addition for p = 71 for 40000 steps. The initial learning rate of the network is 0.05, which
is doubled on the steps - [1¢3, 2¢3, 3¢3, 4¢3, S¢3, 6¢3, 7¢3, 8¢3, 9¢3,10¢3]. Thus, the final learning
rate of the network is 51.2. This is done to speed up the training of the network towards the end, as
the gradient of the loss goes down exponentially. For quadratic network, we use a L, 3 regularization

of le — 4. For ReLU network, we use a L, regularization of le — 4.

D.2.2  Sparse parity

We train a 1-hidden layer quadratic network with m = 40 on (10, 4) —sparse parity task. Itis
trained by gradient descent for 30000 steps with a learning rate of 0.1 and L, s regularization of

le — 3.

D.2.3 General Groups

The hyperparameters for various groups S3, Sy, and Ss are provided in subsections below.
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S3

We train a 1-hidden layer quadratic network with 72 = 30, using gradient descent for 50000 steps,
with a L 3 regularization of le — 7. The initial learning rate is 0.05, which is doubled on the steps -
200, 400, 600, 800, 1000, 1200, 1400, 1600, 1800, 2000, 2200, 2400, 2600, 5000, 10000]. Thus,
the final learning rate is 1638.4. This is done to speed up the training of the network towards the

end, as the gradient of the loss goes down exponentially.

S4

We train a 1-hidden layer quadratic network with 7 = 200, using gradient descent for S0000 steps,
with a L, 3 regularization of le — 7. The initial learning rate is 0.05, which is doubled on the steps -
200, 400, 600, 800, 1000, 1200, 1400, 1600, 1800, 2000, 2200, 2400, 2600, 5000, 10000]. Thus,
the final learning rate is 1638.4. This is done to speed up the training of the network towards the

end, as the gradient of the loss goes down exponentially.

Ss

We train a 1-hidden layer quadratic network with 7 = 2000, using stochastic gradient descent for
75000 steps, with a batch size of 1000 and L, 3 regularization of le — S. The initial learning rate

is 0.05, which is doubled on the steps - [3000, 6000, 9000, 12000, 15000, 18000, 21000, 24000].
Thus, the final learning rate is 12.8. This is done to speed up the training of the network towards the

end, as the gradient of the loss goes down exponentially.

D.3 ADDITIONAL EXPERIMENTS

The distribution of neurons of a particular frequency for the modular addition case is shown in

Figure D.1. As can be seen, for both ReLU and quadratic activation, the distribution is close to
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Figure D.1: Final distribution of the neurons corresponding to a particular frequency in (a) ReLU network trained with

L, regularization and (b) Quadratic network trained with L273 regularization. Similar to our construction, the final
distribution across frequencies is close to uniform.

uniform.
Experimental results for other symmetric groups S3 and S4 in Figures D.2 and D.3 respectively.
We observe the same max margin features as stated in Theorem 7.9 and the L, 3 margin approaches

the theoretical max margin that we have predicted.

D.4 ALTERNATIVE CONSTRUCTION

To argue why the problem of finding correctly classifying networks is overdetermined, we present
an alternative construction (which applies to general groups) that does not have an “interesting”
Fourier spectrum or any behavioral similarity to the solutions reached by standard training.

For any function 7 : [n]*> — [n], there exists a neural network parameterized by 6 of the form
considered in Sections 7.4 and 7.6 with 2p* neurons such that f{8, (a, 6))[] = 1.—,(, ;) and that
is “dense” in the Fourier spectrum. For each pair (2, &) we use two neurons given by {#, v, w} and
{d W w'}, where n; = uy = Limgy 00 = Limy, 0 = —Limp, w; = 1y ) [4and w) = =1y, ) /4

When adding together the outputs for these two neurons, for an input of (7, /) we get £ logit equal
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Figure D.2: This figure demonstrates the training of a 1-hidden layer quadratic network on the symmetric group $3
with L273 regularization. (a) Evolution of the normalized Lz)g margin of the network with training. It approaches the
theoretical maximum margin that we predict. (b) Distribution of neurons spanned by a given representation. Higher
dimensional representations have more neurons as given by our construction. (c) and (d) Maximum normalized power

~12
is given by nf;ng]]z where it[z] refers to the component of weight # along i representation. Initially, it's random, but
/j

towards the end of training, all neurons are concentrated in a single representation, as predicted by maximum margin.

to:

1
7 ((lime +1m0) " imsi) = (Vima = =) Limri)) = Limaljmplimsta)

Hence, these two norms help “memorize” the output for (4, b) while not influencing the output for
any other input, so when summing together all these neurons we get an f'with the aforementioned

property. Note that all the vectors used are (up to sign) one-hot encodings and thus have an uniform

norm in the Fourier spectrum. This is to show that Fourier sparsity is not present in any correct
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ATa2
is given by n;:x;g]]z where it[z] refers to the component of weight # along i representation. Initially, it is random,
/j

but towards the end of training, all neurons are concentrated on a single representation, as predicted by the maximum
margin analysis.

classifier.

D.s PROOFS FOR THE THEORETICAL APPROACH

For ease of the reader, we will first restate Equations 7.1 and 7.2.

g* €argmin E [¢(£,x,y)]
geP(D) (@)~q
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" cargmax E [g(6,x,y)]
seo ()~

We will first provide the proof of Lemma 7.2.

Lemma. If a pair (6%, %) satisfies Equations 7.1 and 7.2, then

g" € argmax min g(,x,7)
gco (¥y)€D

Proof. First, using max-min inequality, we have:

i g = i E g <
B3 €00 ) = g B ) <

min max E 0, x,
qEP(D) EC (x,)/)wq Lg( y)]

On the other hand, it also holds that:

min max E [¢(f,x,y)] <max E [¢(6,x,y)] =

gEP(D) 9€0© (xy)~q 0€® (xy)~g*
E g.x,9)]= min E g x,9)] <
() ~g* i« ) q€P(D) (xy)~q il )

max min [E 0, x,
9€® geP (D) (x,)~q Lg( y)}

where the first equality follows from Equation 7.2 and the second follows from Equation 7.1.
Putting these inequalities together it follows that all of the above terms are equal (and, thus we get a
minimax theorem). In particular, & € arg max g min, ,)ep g(6, %, y) as desired. O
D.s.1  Binary Classification

Now, we will provide the proof of Lemma 7.3.

Lemma. Let©® = {6 : ||f].p < 1}and ©) = argmaxy g B, ), [¢(4, %, y)]. Similarly, lec
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Q ={o:|oll. <1}and Qf = argmax,_, E(, ), [¥(,x,y)]. Then, for binary classification,

the following holds:

* Single neuron optimization: Any ¢ € © has directional support only on Q7.

* Using multiple neurons: If 6 = vandaf,...,w;, € QF thenf = {dw]}, with

ey Woy

>_4; =1,2; > 0 belongs to ©7.

Proof. Lety =max E [¢(w,x,y)] and take any § = {w,}” . Then:
w€Q (xy)~q*

E (6= E lfﬂw»] =gnwz~n: JE ()] <

(xv}')Nq (%}’)Nq* =1 xv}’)Nq* le‘Hﬂ
m
7;‘ loillz <y max [}

llwllp<1

with equality when H;’W € arag) max [E  [¢(w,x,y)] foralli withw; # 0and the L, norms of

e (w)~g*
ws respect { ||w;]| .}, € argmax ||w||}. Since there exists equality for this upper bound, these two
llwllp<1

criteria define precisely argmax  E  [¢(6, x, y)]. Hence, we proved the first part of the statement
bco  (w)~g

by first criterion. For the second, note that when & = », one can choose any vector of norms for

with L, norm of 1 (since [|w||? = ||w]|s < 1), such as A - this concludes the proof of the second

part. UJ

Remark. Note that the analysis in above proof can be used to compute optimal norms for & # » as
well - however, for any such & we would not get the same flexibility to build a * satisfying Equation

7.1. This is the reason behind choosing & = ».
Now, we will provide the proof of Lemma 7.4.

Lemma. Let® = {0 : 0], < 1} and ©) = argmaxy g E(. )~y [g(6; x,7)]. Similarly, let Q =

{o:[|lo]l, <1}and QF = argmax,_q E(, )~y [¥(@, %, y)]. For the task of binary classification, if
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there exists {¢", 4™ } satisfying Equation 7.1 and 7.2, then any § e arg maxy g Min(y)ep g(6; %, y)

satisfies the following:

* Bhas directional support only on Q.

* Forany (x1,71) € spt(q*),f(g’, X1, 1) —ﬂ@, x1,91) = 7", where i # y1, i.e, all points in the

support of g* are on the margin for any maximum margin solution.
y g

Proof. Lety* = maxgee min(y,)epg(9, %, ). Then, by Lemma 7.2, y* = E(, )+ £(6", %, 7).
Consider any 8 € arg max, o Min(y)ep g(9, %, 7). This means, that min(,)ep g(8,%,9) = »*.
This implies that E, ,),- ¢(6,x,y) > y*. However, by Equation 7.2, maxgee E(y y)~g+ g(6, %,5) =
7" This implies that E(,. ).« g(@, x,y) = 7*. Thus, 6is also a maximizer of E(cy)~g+ £(6; %, ), and
thus by Lemma 7.3, it only has directional support on Q}.
Moreover, as [, ) 4+ £(6,%,9) =y, chus, for any (1, 31) € spt(q"), A8 21, 31) — A6, 31,94) =
P, where ] # 1. a

D.s.2  Multi-Class Classification

We will first provide the proof of Lemma 7.5.

Lemma. Let® = {8 : [|6||,, < 1} and ©) = argmax,.q E(, )~y [¢ (6, %, )] Similarly, lec

Q={w:[lofl, <1}and QF = argmax  E ), [/ (@, y)]. Then:
* Single neuron optimization: Any ¢ € @;* has directional support only on .(),’q*

* Using multiple neurons: If b = vand oy, ...,w}, € Q;*, thend = {dw;}7, with

ey Wy

>_ 47 =1,2; > 0 belongs to O

Proof. The proof follows the same strategy as the proof of Lemma 7.3 (Section D.s.1), following

the linearity of ¢'. O
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Now, for ease of the reader, we will first restate Equation 7.3 and condition C.1.

g cargmax E [d(6,x,9)].
sce (xy)~g*

C.1 Forany (x,y) € spt(g*), it holds that ¢’ (6%, x,7) = g(&",x,y). This translates to any label

with non-zero weight being one of the incorrect labels where fis maximized: {¢ € Y\ {y} :

7(x,y)[¢] > 0} C argmax 6", x)[{].
LeY\{»}

We will now the provide the proof of Lemma 7.6.

Lemma. Let® = {0 : [|6||,, < 1}and O} = argmax, g E(, ), [¢'(6, %, y)]. Similarly, lec
Q= {w: |lofl. <1}and Q) = argmax, o E(. )y [V (@, %,9)]. I {6, 47} satisfying

Equations 7.1 and 7.3, and C.1 holds, then:
* 7" € argmax, g ¢(6,%,7)
* Any fe arg maxye g Min(y)ep g6, x, y) satisfies the following:

— Bhas directional support only on Q;**.

— Forany (x1, 1) € spt(q*),f(g’, X1,91) — matxyfGy\{yl}f(@7 x1,91) = 7%, ie, all points in

the support of g* are on the margin for any maximum margin solution.

Proof. For the first part, we will show that {§*, g* } satisfy Equations 7.1 and 7.2, and then it fol-
lows from Lemma 7.2. As we have already assumed these satisfy Equation 7.1, we will show that

they satisfy Equation 7.2.
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Note that ¢'(6,x,y) > ¢(6, x,y). Thus,

E F.x%,9)] <max [E 9, x,
(W)Nq*Lq( 7)] < ma (W)Nq*Lz( )l

<max E '(6, x,
< max E£6x))]

= E [(F,x)]
(e0)~g

where the second inequality follows as g’ > gand the last equality follows as §* satisfies Equation
7.3. Now, as the pair also satisfies C.1, therefore E(,. )+ [¢(6", %, y)] = E(xy)~q+ ¢ (8", x,7)]. This

means, that all inequalities in the above chain must be equality. Thus,

g* cargmax E [g(6,x,9)].
pco  (x)~g

Thus, the pair {¢*, 4* } satisfies Equation 7.1 and 7.2, and thus by Lemma 7.2,

g* € argmaxg(,x,y).
9cO

Lety* = maxseo min(.,epg(6,x,7). Then,y* = E( ) g(6",x,y). Considerany § €
arg maxy. o min(y )ep g(6; %, y). This means, that min(w)eDg(@, x,y) = 7*. This implies that
E(op)ng g6, %,9) > 7. Since ¢ > g,it then folllows that B, ).« ¢'(6, x,5) > 7*.

However, by Equation 7.3 and C.1, maxge@ E(y)~q- g(b.x,y) = E(x)~ge 40 x,y) =
E (o p)mg 4(6° 2, y) = y*. This implies that E( ), ¢'(6,x,y) = y*. Thus, §is also a maximizer of
E(xy)~g* & (6%, ), and thus by Lemma 7.5, it only has directional support on Q.

Moreover, as min,.)ep g(f?, x,y) = ", therefore, E(, ) - g(@, x,y) > 7*. However, as

g > g therefore, B, ) - g(6,x,y) < Etepyng & (8,x,y) = 7*,asshown above. Thus,

E(xy)ngr g(@, x,y) = y*. Thus, we havef(f?, X1, 01) — maxyley\{yl}ﬂé, x1,0) = g(@, x,0) =7
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forany (x1,y1) € spt(g*). O

D.6 PROOFS FOR CYCLIC GROUPS(IHEOREM 7.7)

D.6.1  Proof that Equation 7.3 is satisfied

Proof. Let
;7”70,10(5) = Eé [(#(a) + v(b))*w(a + b — 3)] .
We wish to find the solution to the following mean margin maximization problem:

arg max (vu,y,w(o) - K [vu,v,w@)D = p]il (vu,u,w(o) -E [vu,y,w@)D :

0,0 [l |2+ [o]| 2+ w] |2 <1
(D.1)

First, note that E, [w(c)] = 0, because shifting the mean of w does not affect the margin. It

follows that

E [(u(aua-+ 6~ )] = E [u(a) Blota-+ 4~ 3]| =& [u(a) Elo8)]] =

and similarly for the v(5)* component of 7, so we can rewrite (D.1) as

arg max 27]7 (’?u,v,w(o) 715E [%’”:w(a)}> ’

”’v’u/:””H2+H”H2+Hw”2§1P —1
where
Tuwa(d) = E [u@)e(b)ula+b—9)].

a,b

Letp := 27/ and let #, 0, w be the discrete Fourier transforms of #, v, and w respectively. Then
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we have:

)
P ki ’
e~ oo S . .
= 7 Z u(7)o(7)w(—7)e (only terms where j + ¢ = k + ¢ = 0 survive)

Hence, we need to maximize

pz_pl(;?u,v,w(o) - [g: [;?u,v,w(é\)]) (D.2)
2 1 TV 1 T
-4 (ﬁ S el = ;umvmw(])(@fﬁ))
2
= S e, (D)
(p—1p ];

We have arrived at the crux of why any max margin solution must be sparse in the Fourier do-
main: in order to maximize expression D.3, we must concentrate the mass of #, 9, and @ on the same
frequencies, the fewer the better. We will now work this out carefully. Since #, v, w are real-valued,

we have

forall; € Z,. Let,,0,,0, € [0, 27)? be the phase components of #, v, w respectively; so, e.g., for

w(f) = |u(7)] exp(i8u(7))-
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Then, for odd p, expression D.3 becomes:

2 _1)/2 AL NALN A LD AL NAL N AL
o X )t + aG()|

(-1/2
R ZI(/Hv(/HW(/HeXP(ﬁ(/Jrﬁ(/—ﬁ(/ )) + exp(i(=6.(7) = 6u7) + bul(/))]

(P 1)/2
- (p—1)p? JZ_; () 12| @(7)| cos(8u(7) + 65(7) — 6u(7))-

Thus, we need to optimize:

4 (—1)/2
o 2 OE0) cos(@ul) +80) = Bul). (D)

max
worulPHel P lel2<1 (p = 1)p? =

By Plancherel’s theorem, the norm constraint is equivalent to
la* + N12]1% + ll@]l* < p,

so the choice of 4,(;), 6,(f), 6.(7) is unconstrained. Therefore, we can (and must) choose them to
satisfy 0, (7) + 0,(7) = 0,(j), so thatcos(8,(7) + 6,(f) — 0.(7)) = 1is maximized for each ; (unless
the amplitude part of the jth term is o, in which case the phase doesn’t matter). The problem is thus

further reduced to:

(p—1)/2
Z | (7)|[2G) || (7). (D.s)

||l ] IIuHZ4-||v\\24-IIth2<}7 (P

By the inequality of quadratic and geometric means,

ali 2 o7 2 i 2\ 3/2
) llag] < (R0 09
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Letz : {1,... ,p%l} — Rbedefined as z(7) := |a(j)|* + |6(/)|* + |@(7)|>. Then, since we must

have #(0) = 9(0) = w(0) = 0 in the optimization above, we can upper-bound expression D.s by

4 ‘ @-1)/2 (Z(/)>3/2

-7 pies = \3
. I Y2 )2 | 12

< W‘”ng}% ; z(f) : ; z(7) (Cauchy-Schwartz)
23/2

R e
23/2 » 5 )

< — . = = —_— .
— 33/2(]7_ 1)]73/2 2 27 ]71/2(]7— 1)

The only way to turn inequality D.6 into an equality is to set |#(7)| = [0(f)| = |@(;)], and the
only way to achieve |z]|2 = 5 is to place all the mass on a single frequency, so the only possible way

to achieve the upper bound is to set

R X A p/6 ifj ==L
2()| = [o()| = [w()] = :
0 otherwise
for some frequency £ € {1,.. ., ]%1} In this case, we indeed match the upper bound:

& .(13)3/2_ (ER—
@—Dp* \e/ V27 pp—1)
so this is the maximum margin.

Putting it all together, and abusing notation by letting &, := 6,({), we obtain that all neurons
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maximizing the expected class-weighted margin are of the form (up to scaling):

>
L

X
—~~
Q
SN—
Il
NS
<
<

N

\w
(=}

2
Y
NS

“ (0]

exp (6; f:{“ + \/‘;exp —ib))p~ “]

cos (6, + 27la/p)

"b\\»—‘ N N

| —
"6

%

and

v(b) = \/gcos(ﬁj + 27 /p)
w(c) = \/icos(ez + 27gc/p)

for some phase offsets 7, 6, 6, € R satistying &, + 6, = ¢, and some ' € Z, \ {0} (where {'is the

u) v Cw

same for #, v, and w). O

It remains to construct a network &° which uses neurons of the above form and satisfies condi-

tion C.1 and Equation 7.1 with respect to g = unif(Zy,).

D.6.2  Proof that condition C.1 and Equation 7.1 are satisfied

p—1

Proof. Our ¢ will consist of 4(p — 1) neurons: 8 neurons for each of the frequencies 1, . . . , 5-.

Consider a given frequency £. For brevity, let cosy(x) denote cos(27{x/p), and similarly for siny(x).
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First, we observe:

cosg(a + b — ¢) = cosg(a + b) cosy(c) + sing(a + b) sing(c)
= cosg(a) cosy(b) cosy(c) — sing(a) sing(b) cosy(c)

+ sing(a) cosg(b) sing(c) + cosg(a) sing(b) sing(c)

Each of these four terms can be implemented by a pair of neurons ¢,, @,. Consider the first term,
cosg(a) cosz(b) cosy(c). For the first neuron @, set #1(-), v1(+), wi(-) := cosy(-), and for @,, set
u2(+) := cosg(-) and vp(+), wa(-) := — cosg(+). These can be implemented in the form we derived
by setting (&, 7, ,4,,) to (0,0, 0) for the first neuron and (0, 7, 7) for the second.

Adding these two neurons, we obtain:

0,(a,b) + @,(a,b) = (cosg(a) + cosg(a))? cosy(c) + (cosg(a) — cosg(a))*(— cos(c))

= 4 cosy(a) cosy(b) cosy(c)

Similarly, each of the other three terms can be implemented by pairs of neurons, by setting the

phase offsets (¢, &}, 6,,) to

u) v Cw

1. (5,-%,0)and (5,5, 7)

N
—~
|
NI

707_ )and(_z W?%)

27

SIE

3. (07 _ga —%) and (07 §7 %)

If we include such a collection of 8 neurons for every frequency £ € {1,..., [%1 }, the resulting
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network will compute the function

(-1)/2
fa,b) = Z cosg(a + b —¢)

;:1

N\P—‘

p(2zilla+b—c)/p)
~1

ifa+b=c

otherwise

The scaling constant A for each neuron can be chosen so that the network has L, 3-norm 1. For
this network, every datapoint is on the margin, so g = unif(Zy,) is trivially supported on points on

the margin, satisfying Equation 7.1. And for each input (2, b), f takes the same value on all incorrect

labels ¢, satisfying C.1. O

D.6.3 Proof that all frequencies are used

Proof. For this proof, we need to introduce the multidimensional discrete Fourier transform. For a

function f: Z; — C, the multidimensional DFT of fis defined as:
_]A[(/’, , E) — Z €—2m'~jﬂ/p Z 6—27rz'~jb/p Ze—Zm'jc/pﬂd’ b,C)
€7, beZ, c€Z,

forallj, £, ¢ € Z.

To simplify the notation, let 6, = & - £, so

u(a) = \/icos],(@” + (a).
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Let

fla,b,c)

@, (a,b,c)

M= I=

(up(a) + 0 (b))* wy(c)

3
I

1

SN2 H ,
<3]7> Z (cosp(@,b +{a) + cosp(ﬁub + Zhb)) cosp(ﬁwh + £0)
h=1

be the function computed by an arbitrary margin-maximizing network of width A, where each
neuron is of the form derived earlier.

Each neuron ¢ can be split into three terms:
p(a,b,¢) = 0" (a,b,c) + 01 (a,b,0) + 9P (a,b,¢) := u(a)*w(c) + v(b)*w(c) + 2u(a)o(b)w(c)

;6(/, k, ¢) is nonzero only for £ = 0, and ;(?)(], k, ¢) is nonzero only for j = 0. For the third

term, we have

5(3\)(,-,16,5) =2 Y w(@)o(b)w(c)p” V) = 24(7)i(k)iv(0).

a,byc€Zy
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In particular,

Z cos], 0y +a)p™

a€ly

= (6p)" 1V Z (ﬂﬁ(a +ﬁ7(6’u+{a)> PEs

a€Zy

— (6]))71/2 ﬂéu Zﬂ({i/)ﬂ _|_J07§u Zﬁf((ff)ﬂ

a€ly a€Zy
VPGP ifj=(
=\ /6t =L

0 otherwise

and similarly for # and @. {'was defined to be nonzero, so the {' = 0 case is ignored. Thus, ¢>E3) (7,k,0)
is nonzero only when j, k, £ are all . We can conclude that ¢(;, £, £) can only be nonzero if one of

the following conditions holds:

1. ;=0
2. k=0
3. J k0 = £L

Independent of the above considerations, we know by Lemma 7.6 that the function fimple-
mented by the network has equal margin across different inputs and across different classes for the

same input. In other words, f'can be decomposed as

Aa,b,c) = fila,b,c)+ f2(a, b,c)

314



where

fila,b,c) = Fa,b)

for some F': Zy X Ly — R, and

_fz(ﬂ7 b, C) = 2, . lﬂ+b:[

where 4 > 0 is the margin of f.

The Fourier transforms of /i and f; are

R F(j,k) ifl=0
ﬁ(]',k,[)z (] )

0 otherwise

and
R Wt ifj=k=—{
fz(/v k, Z) = .
0 otherwise
Hence,when; = k = —{ # 0, we must have}(/', k,¢) > 0. But then, from the conditions

under which each neuron’s DFT ¢ is nonzero, it must follow that there is at least one neuron for

each frequency. O

D.7 PROOFS FOR SPARSE PARITY

Theorem. Consider a single hidden layer neural network of width 7z with the activation function
given by e, fx) =37, (ul-Tx)kw,-, where #; € R” and w; € R?, trained on the (7, k) —sparse
parity task. Without loss of generality, assume that the first coordinate of w; corresponds to the

output for class y = +1. Denote the vector [1, —1] by b. Provided m > 2#71, the L, 41 maximum
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margin is:
kN[ 2(k + 1)~ k1),
Any network achieving this margin satisfies the following conditions:
1. Forevery 7 having ||#]| > 0, spt(#;) = S, w; lies in the span of band Vj € S, |u,[j]| = ||w;]|.
2. Forevery (Hjesﬂz'm) (w] b) > 0.

Proof.: We will consider 4™ to be equally distributed on the dataset and optimize the class-weighted
margin as defined in Equation 7.3. We will consider the weight 7(x, y)[y/] = 1fory’ # y. Also,
let 2 denote the vector [1, 1] and b denote the vector [1, —1]. Then, any w; € R? can be written as
w; = % [a,-a + ﬂl.b] for some a;, 8, € R.

First, using lemma 7.5, we can say that one neuron maximizers of class-weighted margin are given

by
g max WE Lot v} 2)b] = o({u,w) 0)]
where y' = —y, o({#, w},x) = (" x)*wand ||[#, w]||» represents the 2-norm of the concatenation
of # and w.
Considering thaty € {£1}andw = % [aa + Bb], we can say p({u, w}, x)[y] = %(u—rx)k[a +

yf]. Thus, we can say

E [?({”7“}}796)[)/] - ¢({”7w}7x)b/]]

(vy)~D

V2 E (7))
o,

2 (x,yl?w) [(%Tx)k‘g Hies xl}

V2k! (Iesu:) B

where in the last step, all other terms are zero by symmetry of the dataset.
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Clearly, under the constraint ||#||> + «? + > < 1(where ||w|?> = ? + ), this is maximized
whenu; = 0fori ¢ S,a = 0,u; = iﬁ and 8 = :I:ﬁ, with (IL;es%;) 8 > 0.

Now, using Lemma 7.5, we will create a network using these optimal neurons such that it satisfies
C.1, and Equations 7.1 and 7.3, thus concluding by Lemma 7.6. C.1 holds trivially as this is a binary
classification task, so g’ =g

Consider a maximal subset 4 C {#+1}* such thatif € 4,then — ¢ Aandforany € 4,, = L
Now, consider a neural network having 2#~! neurons given by

k

f62) = 55 S i - Moo 1y Ly iy 02 (1)
VLA L) e VR -

By Lemma 7.5, the above neural network also maximizes the class-weighted mean margin. More-
over, it also satisfies Equation 7.1, as every term other than Ilxg, cancels out in the sum.

Consider any monomial 7'which depends only on " C S. Consider any one of the terms in f{x)
and let the coefficient of T'in the term given by ¢7. Consider another term in f{x), where, for some
i€S\Sandj=k+1,0;and gjare flipped. For this term, the coefficient of 7"will be —¢7, as for all
i € ,0;is the same, but gy, is different. Thus, for any such monomial, its coefficient in expanded

flx) will be 0 as terms will always exist in these pairs.

Thus, /{6, x) satisfies C.1, Equation 7.1 and 7.3, hence, by Lemma 7.6, any maximum margin

solution satisfies the properties stated in Theorem 7.8. O

D.8 ADDITIONAL GROUP REPRESENTATION THEORY PRELIMINARIES

In this section we properly define relevant results from group representation theory used in the
proof of Theorem 7.9. We also refer the reader to Kosmann-Schwarzbach et al. (2010), one of many

good references for representation theory.
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Definition D.1. A linear representation of a group G is a finite dimensional complex vector space
V and a group homomorphism R : G — GL(V). We denote such a representation by (R, V)
or simply just R. The dimension of the representation R, denoted dz, equals the dimension of the

vector space V.

In our case we are only concerned with finite groups with real representations, i.e. V' = R4 and
each representation R maps group elements to real invertible d X d matrices. Furthermore, we are
only concerned with #nitary representations R, i.e. R(g) is unitary for every g. It is a known fact

that every representation of a finite group can be made unitary, in the following sense:

Theorem D.2 (Kosmann-Schwarzbach et al. (2010), Theorem 1.5.). Every representation of a finite

group (R, V) is unitarizable, i.c. there is a scalar product on V such that R is unitary.
Also of particular interest are irreducible representations.

Definition D.3. A representation (R, V) of Gisirreducible if 7 # {0} and the only vector sub-

spaces of Vinvariant under R are {0} or Vitself.

A well-known result is Maschke’s Theorem, which states that every finite-dimensional repre-
sentation of a finite group is completely reducible; thus it suffices to consider a fundamental set of

irreducible unitary representations in our analysis.

Theorem D.4 (Maschke’s Theorem.). Every finite-dimensional representation of a finite group is a

direct sum of irreducible representations.

Theorem D.s (Kosmann-Schwarzbach et al. (2010), Theorem 3.4.). Let G be a finite group. If
Ry, ..., Ry denote the irreducible representations of G, then |G| = Zle a3 » where dg, represents the

dimensionality of R,,.
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The theory about characters of representations and orthogonality relations are essential for our
max margin analysis. This is a rich area of results, and we only list those that are directly used in our

proofs.

Definition D.6. Let (R, V) be a representation of G. the character of R is the function y, : G —

R defined as y, (¢) = tr(R(g)) foreach g € G.

For each conjugacy class of G, the character of R is constant (this can easily be verified via prop-
erties of the matrix trace). More generally, functions which are constant for each conjugacy class
are called class functions on G. Given the characters across inequivalent irreducible representations,
one can construct a “character table” for a group G in which the columns correspond to the conju-
gacy classes of a group, and whose rows correspond to inequivalent irreducible representations of a
group. The entries of the character table correspond to the character for the representation at that
given row, evaluated on the conjugacy class at that given column.

Characters of inequivalent irreducible representations are in fact orthogonal, which follow from
the orthogonality relations of representation matrix elements. For a unitary irreducible representa-
tion R, define the vector R; ;) = (R(g)(;))gec With entries being the (7, /)th entry of the matrix

output for each g € G under R. We have the following result.

Proposition D.7 (Kosmann-Schwarzbach et al. (2010), Corollary 2.10.). Let (Ry, V1) and (Ry, V>)
be unitary irreducible representations of G. Choosing two orthonormal bases in Vy and V>, the follow-

ing holds:
1. If Ry and R, are inequivalent, then for cvery i, j, k, I, we have (Ry(;jy, Ra (k1)) = 0.

2. If Ry = Ry = Rand Vy = Vo =V, then for every i, ], k, |, we have <R(Z-J-),R(k’1)> = ﬁé}ké\ﬂ,

where 3y, = 1[i = kJ.
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Theorem D.8 (Kosmann-Schwarzbach et al. (2010), Theorem 2.11.). Let G be a finite group. If R,
and Ry are inequivalent irreducible representations of G, then (yp . yp,) = 0. If R is an irreducible

representation of G, then (. xp) = L.

A fundamental result about characters is that the irreducible characters of G form an orthonor-
mal set in L*(G) (Kosmann-Schwarzbach et al. (2010), Theorem 2.12.). This implies the following
result, which states that the irreducible characters form an orthonormal basis in the vector space of
class functions on G taking values in R. Since this vector space has dimension equal to the number
of conjugacy classes of G, it also follows that the number of equivalence classes of irreducible repre-
sentations is the number of conjugacy classes. In other words, the character table is square for every

finite group.

Theorem D.g (Kosmann-Schwarzbach et al. (2010), Theorem 3.6.). The irreducible characters form

an orthonormal basis of the vector space of character functions.

In section D.9 of the Appendix, we rigorously define the basis vectors for network weights based
on the representation matrix elements defined in Proposition D.7, and establish the properties they

satisfy, which are key to our analysis.

D.8.1 A Concrete Example: Symmetric Group

The symmetric group S, consists of the permutations over a set of cardinality 7. The order of the
group is z!. It is a fact that every permutation can be written as a product of transpositions— a
permutation which swaps two elements. We can associate with each permutation the parity of the
number of transpositions needed, which is independent of the choice of decomposition.

We will provide a concrete description of the representation theory for Ss, which is a central
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class e (12) (12)(34) (123) (1234) (12345) (12)(345)

size 1 10 15 20 30 24 20

R 1 1 1 1 1 1 1

Ry (sign) 1 -1 1 1 ~1 1 ~1
R3(standard) 4 =2 0 1 0 -1 1
R4(standard ® sign) | 4 2 0 1 0 -1 -1
Rs(sd_a) 5 1 1 -1 1 0 1
Re(sd_b) s -1 1 -1 1 0 —1
R(6d) 6 0 ) 0 0 1 0

Table D.1: Character table of Ss.

group of study in this paper. It has 7 conjugacy classes, which we denote as

{e,(12),(12)(34),(123),(1234),(12345),(12)(345)}

(selecting one representative from each conjugacy class). It also has 7 irreducible representations.
Apart from the trivial representation, it has another 1-dimensional sign representation representing
the parity of a permutation.

The symmetric group also has an #-dimensional representation which is the natural permuta-
tion representation, mapping permutations to permutation matrices which shuffle the # coordinates.
It turns out that this is in fact reducible, since this has the trivial subrepresentation consisting of
vectors whose coordinates are all equal. Decomposing this representation into irreducible represen-
tations results in the trivial representation and what is called the standard representation of dimen-
sion z—1. It has another » —1-dimensional representation, which is the product of sign and standard
representations.

The final three representations of Ss are higher-dimensional, with dimensions 5, 5, and 6. We
denote them as 5d_a, 5d_b, and 6d. We give the character table of S5 in Table D.1, which will be

useful for calculating the value of the max margin which we theoretically derive.
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D.9 PROOFS FOR FINITE GROUPS WITH REAL REPRESENTATIONS

In this section we prove that for finite groups with real representations, all max margin solutions

have neurons which only use a single irreducible representation.

Theorem. Consider a single hidden layer neural network of width 7 with quadratic activation
trained on learning group composition for G with real irreducible representations. Provided m >
23K dg,?and Zf:z dr,">x» (C) < 0 for every non-trivial conjugacy class C, the L, 3 maxi-

mum margin is:
. 2 1

VIO (2,4

Any network achieving this margin satisfies the following conditions:

Y

1. For every neuron, there exists a non-trivial representation such that the input and output

weight vectors are spanned only by that representation.

2. There exists at least one neuron spanned by each representation (except for the trivial repre-

sentation) in the network.

Let Ry, . .., Rg be the unitary irreducible representations and let Cy, . . . , Cx be the conjugacy
classes of a finite group G with real representations. We fix R; to be the trivial one-dimensional rep-
resentation mapping R;(g) = 1forallg € Gand C; to be the trivial conjugacy class C; = {¢}. For
each of these representations (¥, R) of the group G, where R : G — V, we will consider the | G|-
dimensional vectors by fixing one position in the matrix R(g) forallg € G, i.e. vectors (R(g):;)scc
forsome 7,/ € [dy]. These form a set of |G| vectors which we will denote gy, ..., p|| (p is always the
vector corresponding to the trivial representation). These vectors in fact form an orthogonal basis,

and satisfy additional properties established in the following lemma.

Lemma D.xo. The set of vectors py ..., p\| satisfy the following properties:
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1. ZaEGJot(ﬂ)_pj(ﬂ) = 0 fori # j. (Orthogonality)

2. Y ,eqpla)? = |G|/dy for all i, where dy is the dimensionality of the vector space V corre-

sponding to the representation that p, belongs to.

3. Forall the P which correspond to off-diagonal entries of a representation, ) . £ [2] =0,z

the sum of elements within the same conjugacy class is o.

4. If »; and p,, correspond to different diagonal entries within the same representation, then

> acc P [a] = > .ccpilal i forthe diagonal entries, the sum for a given conjugacy class

is invariant with the position of the diagonal element.

Proof. The first two properties are the orthogonality relations of unitary representation matrix
elements (Proposition D.7), and the last two points follow additionally from Proposition 2.7 and

Proposition 2.8 in Kosmann-Schwarzbach et al. (2010). O

Since this set of | G|-dimensional vectors are orthogonal to each other, each set of weights for a

neuron in our architecture can be expressed as a linear combination of these basis vectors

M_Z %ifs U_Zﬂzpz’ w_Z%PZ

€[|G]] €[|G]] i€[|6]
It will also be useful to define the matrices a;, 8 R VR, for each irreducible representation R; of
G which consist of the coeflicients for #, v, and w corresponding to each entry in the representation
matrix.
Let by p0(c) := Euy [(#(a) + v(b))*w(a o b o c)]. Recall we seek solutions for the following

weighted margin maximization problem

cFe cFe
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Note that if we substitute the weights #, v, w in terms of the basis vectors in the definition of 4, ,

2
huwal©) = E [(Z 2ip @)+ 3 £p0)) (Y ypdacbo c>)]
and we expand this summation, all terms involving the trivial representation vector p; will equal
zero since it is constant on all group elements. Furthermore, for terms of the form

Ebb@i(ﬂ)zﬁk(ﬂ oboc)] =Elp,(a) Elp(acbo)]] =0

due to Ey[p, (2 0 b o c)] = 0 by orthogonality to the trivial representation vector.
Thus as was the case for the cyclic group, we study the term 5, , ,,(c) == E, [#(a)v(b)w(aoboc)

and derive an expression for the weighted margin in the following lemma.

Lemma D.x1. Suppose the weights 7, in the expression for the weighted margin in D.7 were constant
over conjugacy classes, i.e. we have v, = ¢, forall c € C;and i € [K]. Then the weighted margin can

be simplified as

3 (13 6l (@) ) enbn e,
dRm dR 2 ’

m=2 n=2 m
Proof. Consider one term Ea,b[“z’(@j}/k/ol'(ﬂ)ﬁj(b)ﬁk(d o b o ¢)] in the expansion of the product
in h,0,0(c). Note that p, (2 0 & o ¢) is one entry in the matrix of some irreducible representation
evaluated at 4 o & o ¢; this can be expanded in terms of the same irreducible representation matrix

evaluated at 4, b, and ¢ using matrix multiplication. This results in terms of the form

pila)p(b)p(@)p;y (b)py (€)

in the expectation, where P and Py correspond to entries of matrices from the same representa-

tion as p,,. Thus if either p. or P correspond to vectors from a different representation than p,, the
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expectation of this term will be zero, by orthogonality of the basis vectors.
Hence we can assume that o, PirL correspond to entries from the same representation (¥, R).
Letd = dy. Letus write 7 = (71,72),7 = (j1,/2), k = (k1, k2), the matrix indices for this representa-

tion. We can expand the term p, (2 0 b o ¢) as described above.

d
rlap (bpy(acboc) =p () b)Y o (@0 b)p(, 4,)(©)

d d
= Z Zﬁ(z’l,z'z)(ﬂ).p(kl,f) (ﬂ)Jo(lez)(b).p(f,m)(b)ﬁ(m,/ez)(c)'

(=1 m=1

From this it is clear that when taking the expectation over choosing «, 4 uniformly, the only non-
zero terms are when (71, 72) = (k1,¢) and (1,72) = (¢, m), once again by orthogonality of the basis

vectors. Thus we have

a8y ()o@ 0 boc) = at B i)Y )i ) (AP ) (L2 s ) ©)-

Moreover, we know E[p,(2)?] = 1/d, where d is the dimensionality of the representation. Now,
for a particular ¢, we will evaluate group all terms containing p (2sk2) (¢) and take the expectation over

a, b, which yields

d d
1
2 DD B ko) ©)- (D.8)

71=1 j1=1

From the third property of Lemma D. 10, for every conjugacy class C, for » € [K], we have

d d
1
D 5 DD i Py (©) = O

c€Cy =1 =1

forj, # k2. Thus, we can focus on diagonal entries o, ;) (¢) (i.e. wherej» = k; in the expression
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D.8 above). In this case, following directly from D.8 grouping all terms containing k) (¢) we get

d d
1
2 Z Z 2By )Y (1 )P ) (©)- (D.9)

=1 j=1

Note that this coefficient in front of p (k k) (¢) is the sum of the entries of the #” column of the
matrix (2gBy) © y, divided by d* (with g/}, interpreted as matrix product and © being the
Hadamard product). Recall that 7, 1, and £ are indices from the same representation R. By sum-

ming over all diagonal entries (#, k) in R, we evaluate the expression

%(5y J1) {8 (1,% z k)
Z d12 : Jo/e,/e(é’) - Z TP (k) (c)
i1 71,k€Ed] cF#e )
_ (“RﬁRVR
=—a" Z 7, 2P €
ccCy
where we have replaced 7, with the same weight 7, for each non-trivial conjugacy class Cs, . . ., Cx

and the term }_ ., A4 4 (c) is independent of the choice of & (by property 4 of Lemma D.10).
Thus after summing over all £ € [d] the coefficient in equation D.9 is the sum of all entries of the

matrix (2rBp) © ¥y (Which equals tr(agf8,y, ")) Furthermore,

(Calt(C) =D D pan(© =D D run© =4y puy

c€Cy keld] keld] c€Cy c€Cy

where the first equality follows from the definition of the character of the representation R which is
constant over elements in the same conjugacy class, and the last equality follows again from property
4of LemmaD.10). Thus ) G (c) = |Calyr(Cy)/d for all k.

Now we can evaluate our result for the weighted margin. The expression in D. 1o is the contri-

bution of one representation R to the total weighted margin. Thus by summing over all non-trivial
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representations of G, we get the final result.

K
u uw E wc u,v,w = E E u,v,w (D-IO)
cF#e n=2 e€Cy,
K

11 1Kg1 11,
=X > Z (]’ ik TP () (€) (D.11)

m=2 i1 j1,kE€ldpr,,]

K
_ Z tr aRngRm7Rm [1 — Z 7c, ZJO M) ] (D.12)

cceCy
- £ 7¢,|Cy ’?{Rm (Ca) tr(“lengVRm T)
= Z 1 - d d 2 . (D‘I 3)
m=2 n=2 R Rin
]

We have simplified the weighted margin expression for any set of weights on the conjugacy classes.
Recall that we wish to optimize this weighted margin across individual neurons and then scale them

appropriately to define the network &* satisfying C.x and Equation 7.1 to find the max margin solu-

tion.

The next lemma establishes the original L, norm restraint over neurons on the weighted margin

problem in terms of the coefficients with respect to each representation.

Lemma D.x2. The Ly norm of u, v and w are related to the Frobenius norm of a,  and y as follows:

K
|G|
ol 4+ el 4+ ol = D7 = (Il 13+ 18, 13+ 7, 1)
m=1 R
Proof. The proof follows from 1st and 2nd point of Lemma D.1o0. O

By the above two lemmas, we want to maximize the weighted margin with respect to the norm

constraint

o

2 1B, I3+ llye, IF) < 1. (D.14)

> 2 (s,

m=1
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Under this constraint, the following lemma provides the maximum value for the weighted mar-

gin, which occurs only when the weights #, v, w are spanned by a single representation R.

Lemma D.x3. Consider the set of representations R given by

R := argmax
m=2,..K \/AR,,

K
TCn|C”’;(R (Cﬂ)
1_ - hm 7
[ 3 el

n=2 ”

The weighted margin in Lemma D.11 is maximized under the norm constraint in (D.14) only when
the weights u, v, w are spanned by a single representation belonging to the set R; that is, ap, By, yp 7Z 0

for only one non-trivial representation R € 'R, and are o otherwise. In this case, the maximum value

attained is

1 L, zK: 7¢,|Calrg,, (Cn)
— 7> max ———— (11— —_—
3V/3|G|3/2 m=2,.K \/dg dr

m

n=2

Proof. First we consider the case where #, v, w are spanned by only one representation. Then it

suffices to evaluate

tr(arBryel) d
max —— 5= s ([larllz+ 1817+ 7ell7) < 7o
“rBr7R ‘ |
Here let’s denote the columns of 2z (resp. Bz) as & = (21, - -, 2;4) for1 < 7 < d (resp. 18?)

Thus tr(arBryz’) = > CTE (8_/;) Y () This can be viewed as the dot product of the linearizations

of By and y, and thus by Cauchy-Schwarz it follows that

N @ B < D@ B2\ lallz
7k

Jk

with equality when (k) 1S proportional to ; - [8_/; We can apply Cauchy-Schwarz once again to
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the first term on the right hand side above and obtain

D@ B < D N&l18015 = \/larlZIB, 17
Jik sk

once again with equality when all &;, £, are proportional to each other. Combining these together,

we want to maximize y /|l 16 |21l subject to (|lar 3+ B 13 + 17¢l12) < (& By the

AM-GM inequality, we have

3/2
Vllerl18I Bl 12 < (HwRH%+ 1817+ HmH%) /
FIFRNFI/RIE —

3
with equality when ||az||7 = [18:]17 = llyzll7 = ﬁ Thus the maximum value attained is
1 [j_¥K M}
(|GI3/23v/3d) |:1 Zn:l dr :

Now consider the general case when #, v, w were spanned by the representations Ry, ..., Rx (as

R does not appear in Equation D.13). The norm constraint now becomes

= |q]
S (lerall+ 185, 3+ g, I17) <1

m=2 Rin

This can be equivalently written as

dRmem
llar,, |7+ 18z, 17 + lyg, |I7 < G Vm € {2,...,K}

en >0 VYme{2,..,K}

K

mefl

m=2
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Repeating the calculation above, we get that for a given &, ..., £, the maximum margin is given by

f: Efn/z 1 [1 B zK: TCn‘Cn‘ZRm(Cn)
= 3/3|G]3/2 \/dg, = dg,,

We want to maximize the expression above under the constraint thate,, > 0 Vm € {2,...,K}
and ) ¢, <1

Clearly, this is maximized only when one of the ¢; = 1 and everything else is o, with

7 € argmax
m=2,..,.K dRm

K
TCn|Cn|}(R (Cy)
1— ol TRA R, N TR
1oy

m

n=2

O

Up until this point, we have kept our weighted margin problem generic without setting the 7¢,.
If we naively chose 7, to weigh the conjugacy classes uniformly, then the maximizers for this spe-
cific weighted margin would be only neuron weights spanned by the sign representation (of dimen-
sion 1). However, we cannot hope to correctly classify all pairs 2, 4 € G using only the sign repre-
sentation for our network §* and thus the maximizers for this weighted margin cannot be the maxi-
mizers for the original max margin problem. The next lemma establishes an appropriate assignment
for each 7, such that the expression in Lemma D.13 is equal for all non-trivial representations R,
provided some conditions pertaining to the group are satisfied. Since the function g — 7¢ (where C
is the conjugacy class containing ¢) is a class function, each 7, can be expressed as a linear combina-

tion of characters y, (C,).

Lemma D.14. For the group G if we have Y dy> y»(C) < 0 for every non-trivial conjugacy class C,

then the weights ¢, can be set as

7c, = > zrxp(Cy)
R
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wherezg,,, = 0andzp = otherwise, such that the maximum value from Lemma D.13 is

1.5

dR
K 2.5
2= 45,

equal for all non-trivial representations R.

Proof. Define the vectors 7 and char(R) as

char(R) = [y2(C1), 7x(C2), -, x2(Ca)s oo 1 (Ck), - o, 2 (CK)],

|C2| times | Ck| times

T=[1,—7Cy ey —TChy e —TChs -+ - s —TCi)-

g

|C,| times |Ck| times

Then we can rewrite the max value of the weighted margin in Lemma D.13 as

1 1 ,
m [dRchar(R) T:| (DIS)

for each non-trivial representation R. Since 7 is a class function (viewed as a function on G), we can
: o K

express 7 as a linear combination 7 = ) )| zg,char(R,) of character vectors for each representa-

tion. By orthogonality, the inner product char(R)?7 = zg. Thus for the expression (D.15) to be

equal for every non-trivial representation R, we require
3/2
ZR = dR stign N

Furthermore, since 1 — 2{1{:2 7¢, = 0and char(Ryy) is a vector with strictly positive values that
is orthogonal to all other character vectors, we must have zg,, = 0. To solve for z,,, since the first

component of 7 equals 1 and y, (C1) = dp for all R, we have

K K K
E : _ 2 : 2.5 _ _ 2 : 2.5
szdRm - dRmstign - 1 = stign - d m’
m=2 m=2 m=2
To conclude the proof, note that we need the weights 7¢, to be positive; this is guaranteed as long as
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for each conjugacy class C, we have Zf:ZZRn (C)dr,>? < 0 (recall the entries of rbeing —7¢, ).

Up until now, we have established a weighted margin problem and proven that the neurons
which maximize this are spanned by only one representation out of any of the non-trivial repre-
sentations. Now we give a precise construction of the neuron weights #, v, w such that they imple-
ment tr(R(2)R(6)R(c) ™) for allinputs 2,5 € Gand outputsc € G for a given representation

R. These neuron weights expressed in terms of the basis vectors will have coefficients that also maxi-

mize tr(arBryp’)-

Lemma D.xs. For every non-trivial representation R, there exists a construction of the network weights
such that given inputs a, b € G, the output at ¢ is tr(R(a) R(6)R(c) V) using 2dr> neurons and the

corresponding coefficients ag, By, v for each neuron achieve the maximum value tr(agfyy,’) =

(dr/31G1)".

Proof. Since the representations are unitary, we have

tr(R(a)R(6)R()™") = tr(R(a)R( =Y R@) )RR n)
77,k

and thus it suffices to show how to obtain R() ;) R (&) ) R (¢) () with a combination of neu-
rons. For this, set one neuron’s coefficients to equal a(;jy = B4y = 7y = 1 //3|G| and 0
otherwise. Then the output given (2, b) atcis

(R(@) (i) + R(8) () R(€) (149
(3lGl)3/2 '

Set another neuron’s coefficients to equal «(; ;) = 1/4/3|G], Bl = Yp) = —1/4/3|G|. Then
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the sum of the outputs of these two neurons at ¢ is precisely

R(a) (i )R (8) () R(c) (1)
(31G])3/2

Thus we need 243 neurons to create the summand for each 7, 7,  to implement tr(R (2)R(b)R(c)71).

This construction also satisfies tr(agf,y,") = (dz/3|G]| )3/ for every neuron. O

Once we have defined these neuron constructions, it only remains to scale these optimal neu-
rons appropriately as given in Lemma 7.5 such that we can construct our final network ¢" satisfying

condition C.r1 and Equation 7.1.

Lemma D.16. Given the network given in Lemma D. 15, for every neuron spanned by non-trivial
representation R we scale the weights u, v, w by d;/ : /A, where A is a constant normalization term
such that the norm constraints of the max margin problem still hold. Then the expected output of any
element contained in any non-trivial conjugacy class C for inputs a, b is —1/ A3, i.e. the output is equal

for all conjugacy dlasses.

Proof. For a given neuron spanned by a non-trivial representation R, we know that its output for at
¢ for each input pair (2, b) is y 5 (abc ) = y,(C) where Cis the conjugacy class containing zbc !

After scaling each weight by d;/ 3 /A, the corresponding output is scaled by dg /A®. Due to column
orthogonality of the characters with the trivial conjugacy class (i.e. 25:1 Xz, (€xg, (C) = 0 forfor

all non-trivial conjugacy classes C), this output simplifies to

dg, dr,xx(C) 1
Z ifg = Z A -5 (D.16)
n=2

which is constant for all non-trivial conjugacy classes C.
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With this lemma, we define the network §* according to this scaling and guarantee that it satisfies
C.1 and Equation 7.1. Applying Lemma 7.5 gives us our final result that the solutions for the max

margin problem have the desired properties in Theorem 7.9.

D.g.1  Proof that all representations are used

This proof follows exactly the same argument as for the modular addition case (Section D.6.3).
For this proof, we will introduce the multidimensional Fourier transform for groups. For a func-

tion f: G? — R, this is defined as

j‘(/, k1) = Zﬁj(a) Zﬁk(b) Zﬁ[(c)ﬂa,b, ¢)

a€|G| be|G) c€|G|

Similar to the modular addition case, for a single margin maximizing neuron, we know it uses
only one of the representations for input and output neurons, let’s say R,,,. Then, considering just

the basis vectors with respect to R,,, we can say, that the output of this neuron is given by

2

Rasb)= | D2 3 2ppeplad +8uppepld| | 2 2 Yunpunld

l'EdijEdRm /eEdRm lEdRm

Now, for the squared terms, these are either dependent on «, ¢ or b, ¢. These have non-zero
fourier coefhicients only ifj = 0 or £ = 0.

For the cross terms, by orthogonality of the representatons, we can say, if either 7, £ or / does not
belong to R,,, then A7, k, 1) = 0.

Thus, for a single neuron,f(/', k,l) is only non-zero ifj = 0,4 = 0 orif j, k and / belong to the
same representation.

Independent of the above considerations, we know by Lemma 7.6 that the function fimple-

mented by the network has equal margin across different inputs and across different classes for the
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same input. In other words, f'can be decomposed as

f(ﬂv b, C) :ﬁ(ﬂ’ b, C) +fZ(ﬂa b,c)

where

fila,b,c) = Fla,b)

forsome F: G x G — R, and

ﬁ(ﬂ7 ba C) = )' : 1@05:[

where A > 0 is the margin of £.

The Fourier transform of f; is

R F(j,k) ifl=0
fl(/.’k’l): (] )

0 otherwise

For f3, consider the expression of the fourier transform:

AUk =2 pla) D pylb)efact)

2€|G| be|G|
Now, p,(a © b) = " p,(a)p, (b) for some ', ¥ given by the relation that R(z o b) = R(a)R(b),
where R(2)R(b) denoted the matrix product of R(a) and R(). Now, clearly if j, k and / belong
to different representations, then /5 (7, , 1) is 0. For /, k,  belonging to the same representation,
fz(/', k, ) will be non-zero wheneverj = j/ and k# = &’ (orj = #' and ¥ = '), and the value will be
given by A|G|?/d% . Thus, f= fi + f» has support on all the representations.
But, this is only possible if there is atleast one neuron for each representation, as a single neuron

places non-zero fourier mass only on one of the representation.
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D.g.2 A General Theorem for Finite Groups

As mentioned in section 7.6, Theorem 7.9 does not hold for all groups because of the required con-
dition that Zf:z dy’ 2z (C) < 0 forevery non-trivial conjugacy class. Recall that in the previous
section, we had to define an appropriate weighting over 2// conjugacy classes such that the margin of
a neuron did not scale down with the dimension of the neuron’s spanning representation. We also
had to define an appropriate scaling over a// representations so we could use the neuron maximizers
of the weighted margin to construct a network §* to invoke Lemma 7.5. This is akin to selecting the
entire character table for our margin analysis; in this section, we show how our analysis is amenable
to selecting a subset of the character table for the margin analysis of a general finite group G, which
can lead to a max margin solution in the same way as above. This will occur upon solving a system
of two linear equations, as long as these solutions satisfy some conditions.

Namely, let kg, k¢ C [K] \ {1} be subsets indicating which representations and which conjugacy
classes will be considered in the scaling and weighting respectively, with [xz| = |x¢|. If we view the
character table as a matrix and consider the square submatrix pertaining to only the representations
indexed by elements in xz and the conjugacy classes indexed by elements in x¢, the rows are Xr, for
fixed m € xpg and the columns are bem (C)]mexy for fixed n € x¢.

Instead of requiring expression (D.15) to be equal for all representations in the proof of Lemma D.14,
we can instead require that they are equal across representations in xg. To be precise, consider the

following set of equations over variables z¢,, 7 € x¢:

TCn’Cn ’;{Rm _ dRm TC”|Cn \;{Rm/ \V/ /
1-— Z di - T 1-— E - m,m S KR,
nexc Rin R n€xc Ry
E Tc, = 1.
nexe

This gives a system of || linear equations in |x¢]| variables. Let the solution be denoted as 77 for
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eachz € x¢.

Furthermore, just as we established in equation D.16, we can identify a scaling dependent on
each representation such that the output remains constant for all conjugacy classes in k¢ and such
that if we had used this scaling for neurons maximizing the weighted margin, the L, 3 norm con-
straint is maintained. This can be represented using the following set of equations with variables

AR

m*

> At (G) = 3 Ane, (o) V' € e

MmEKR meEKR

D g, =1

MEKR

This again forms a system of |xg| linear equations in |xg| variables. Let the solution be denoted

as Ay . Suppose the following conditions are satisfied:
1. The weighting and scaling are positive: 1% , 7¢, = Oforallm € xg, 7 € xc.

2. Foranym € xpand m' §§ kR, we have

7c,|Cy ‘ZRm dg,,
X ) e L

nexe ”

3. Foranyn € xcand n’ ¢ x¢, we have

Z ARy Xr,, (Cn) = Z AR, X, (Crr).

meEKR mEKR

The second condition ensures that the representations in xz indeed maximize the weighted margin,
and no other representations maximize it. The third condition above ensures that the conjugacy

classes in x¢ are on the margin, and no other conjugacy class can be on the margin. Then it follows
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that neurons spanned by the representations in xz will maximize the weighted margin defined using
7" with all conjugacy classes in x¢ on the margin, and thus scaling these neurons by 1%, we have a

network &* that is 2 max margin solution for the group G.
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Induction Heads

E.1 ProOFs

In this section, we present our theoretical results on in-context learning Markov Chains with the

minimal model of Section 8.2.3.

SETUP AND NOTATION  Our data consists of sequences of length , ¥ = (xi,...,x,), drawn

from a Markov Chain with state space S = {1,...,k} (ie,x; € {1,...,k} forallj € [f]),anda
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random transition matrix P. Each row of the matrix is sampled from a Dirichlet distribution with
concentration parameter , i.e. P;. ~ Dir(e). Unless stated otherwise, weseta = (1,.. ., I)T,
corresponding drawing the row from a uniform distribution over the simplex. Lete,, € {0, 1}#
denote the one-hot embedding of the state at position p € [f] and lete € R*** be the embedding
matrix. We assume there are 2 states in the Markov Chain, i.e. # = 2. In that case, the transition

matrix can be parameterized as:

where a, b ~ Unif{0,1).

MopeL  We define our model as a simplified sequence to sequence linear transformer f: R’ xk _

U1 0 e 0
(%) U1 e 0
R™>* with fle) = mask (e} (Me)7) e. Itis W, € R¥** and M = , where
Uy Vg1 ... U1
v=[v1,02,...,v] € R Equivalently, we can express the 7-th logit for the p-th position as:

? 4
f(é’)pJ = Z 1 {xt! = Z—} Z vt,ﬂJrle;; Whes,. (E.2)
s=1

=1

The model can represent the unigrams and bigrams solutions as following:
* Construction for bigrams: v = (0,1,0,...,0) " and W}, = [y, then fle),; = E‘f,zz vy =1 {xy_1 =x,}.

* Construction for unigrams: v = (1,0,0, ..., 0)" and 1}, = 117 (all ones), then fle),; =

Zf,zl 1{xy = i}.
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TrAINING ~ We analyze stochastic gradient descent training with the margin loss Z37(f(¢),,:, %p11) =
z Sk iy, TAX {0,A + fle)pi — fle)puys - The total loss (sum of the losses across all posi-

tions) is given by

LAy e) = |33 hulflelyis i) | (E3)
p=1

and the population loss:

L= EP L(fle),e), (E.4)
PNf)ir(zz)‘Xﬂe

where recall ¢ depends on x.

We next compute gradients of the loss for the first two steps.

Lemma E.1. Let the model defined as in eq. (E.2) and initialized with W), = (17, v = (17, Then,

after one step of gradient descent on the population loss (E.4) we bave:

c ¢ B A4
) = +op |OA) +0(r)
c < A B (E.s)

(t—j+1)(E—j+2)
2

%/ .
b =ctk D+ 0(r)| ,j €[4,

where A, B, D > 0 with B =~ 4A (diagonal bias) and y is the learning rate. After the second step, v:(,_z)
)

. . 2) .
becomes dominant, i.e. vy > v]( ),] =1,3,4,...,¢t

Proof. First step. We analyze the first step of stochastic gradient descent. The function at initializa-

tion is

2 7
)y =¢ Z 1{xy =i} Z e;gllTexj
=1 s=1

?
_2 Ay 20 1)
=c ;_ll{xt/ =itd €[0,c 5 .
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By choosing A > 62@, we ensure that A + f(e),; — /°(€),., > 0,forallp € [¢]. From the
total law of expectation it is:
E L] = Ep pir()et [Ex~p [L|P]]. (E.7)

x~P
P~Dir(a)®*

We will first focus on the inner conditional expectation and at the end of the calculations we will
take expectation with respect the transition matrix. In what follows, unless otherwise stated, IE and
IP will be with respect to the randomness of x conditioned on P.

Then the gradient of the loss with respect to 17}, is:

Vi, Exp [LIP] = Z Z E [1{A+A)ps: = A)pprs = 0} (Virifle)ps = Virifle)pspnr)]

= =1 z7$xp+1

Z Z ]E v ka(f y2a -V WkﬂE)P7xp+1 ) ]
= i=1,iFxp41

= 3 . S B (Vs — Vil
=1 =1

5 [(Ae en) B sl

p=l1

From equation (E.2), we have for the gradient of logit :

p 4
VWﬂe)p,z‘ = [Z 1 {xt’ = l‘} Z expe;z:a (E9)
=1 s=1
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or, equivalently, its elements are:

(VWIJI(K)PJ);%,[ = CZ 1{x, =i} Z Hxp = mil{x, = I}, (E.10)

=1

and their expectation (with respect to x conditioned on P) is:

[(VW,f(epl } —cZZP s =1, xp :z',xp:m]. (E.r1)

=1 s=1
Similarly, for the ground truth logit:
p 7
E [(kaf(e)vap+l)m7[i| = CZ ZP [x; =lxp = %p41,% = m] . (E.x2)
=1 s=1

Thus, by substituting back to eq. (E.8) we have :

kot p 7
Vi Eeop [LIP] = ZZZP —l,x,/:x],_,_l,xpzm —LZZZ IF’ —l,xt/:z',x],:m]
plt’l:l =1 p=1¢'=1 s=1
kot p 7
ZZZZP Kpp1 = £, X = Lxp = 1, xp—m —LZZZZP —l,xt/:z',x],:
zlpl/lx— =1 p=1¢'=1 s=1
p k 1 t P Y
_tz< )Zzzp[xj_z,xﬂ_l-,xp_m]
p=1 =1 s=1
c k t p Y
IZ(P’”’_>ZZZP xp=m|xy =1|Play =i|x=0P[x =1
p=1 =1 s=1
p k t p 7 ) )
—7 /s
f Z (sz k> p;l ; ; (PP )z’m (7) >li i,

(E.13)

where we used the Markov property and the assumption that the chain has reached its stationary
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distribution 7 € R™* so P [x, = 7] = 7, forallz > 0,7 € [k]. Recall that, in the case of £ = 2, the

(random) transition matrix can be parameterized as:

P = : (E.14)

where a, b ~ Unif{[0,1]). P is almost surely diagonalizable, and using its eigendecomposition, we

can calculate its #-th powers

n

] 1 =) (1 0 b—1 a—1
atb=2\1 1 J\o ato-1) \1-4 o1
(E.15)
1 (a—D(@a+b—-1)"4+b—-1 Q—a)a+b-1)"+a—-1
a+b-2

A=b)a+b—1)"4+b—1 (b—1)(a+b—-1"+a—1

ATty
We observe that every element of the matrix, (P”) 1 of the form by 2717’/, withd = a2+ b — 1. Itis

alsor = ﬁ (b -1 a— 1) (the normalized eigenvector that corresponds to A). Thus, eq. (E.13)

can be written as

2 r P 7

S 3 (- ) b ) (5 )

=1 p=1+¢=1s5=1

2 t p Y

_ 7y L 1 p—s p—r £ —s
N l‘(l — 1)2 Z (sz 2) Z Z Z ﬁl’mﬁll‘z +fgl'm71i)’ —I_ﬂll‘yz'm;l +)/z'm71i

i=1 p=1 =1 s=1 o N4 R

(E.16)
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We calculate the four terms separately:

YA

p=1+s=1s5=1

= BB Z Z Z AP

p=1+r=1s5=1
04 /’lp 1 lp Y —1

= Bl Z S

p=1l+=1

[@. 16[ t ( . )’[)—2 _ 2—2)
1-— /1_1 P P 1— 1

_ Igimlglz' 1— (f+ l)lt + tlt—H B 2_1 o lt_l ., /1_2
1—271 (1—2)2 (1 ~ 1_1) 1-2) o

_ lgimlglz' A— (t‘i‘ 1)lt+1 + IRH_Z B 1- ) ., 1
A-1 (1—2)? i ha-y A1)

r p 7
- Z Z Zlgimylilp_ll

p=1+r=1s5=1

_(EWJ’ZZZZZ)“P ’

p=1+¢=1 s=1
zm?’lzzztlp 2
p=l4=
t — —fhH—
1=+ )24 p2 P!
=8y, Pl
ﬂzm?’lzpz; (1_271)2
¢ — — —
P (p+1A 4 p2?
_ﬂimyh'; (1 - 2—1)2
ﬁimylz' 1_/‘lt _2’_11'(1“1‘3) —I—R_zt(t+1)
-2 \1-2 2 2
_ B 1= t(r+3)  tr+1)
Ta-y T )
Zzzﬂh%mlt -
p=1+¢=1 s=1
s 345
Iglzyzmzzzlt
p=1+7=1 s=1
ltj 1 ), 1
:Iglzyzmzz
p=ld=

_ ﬂ 1Y im 11— )’P -1
_1—1—1; =y *7

”~ Va - ~+ 11



t P 7

P Z Z Z Vim?ii = 7’;*m7’zl‘[([+1)6(t+2).

p=1¢=1 s=1

Plugging these expressions back into eq. (E.16), we get:

-V WkExNP [L|P] =

et (Pt = 5) [Bonbn — Bonlbp (3 — (14 )2 4 22742 _ 1-2
t(A —1)? A—1

1-2) 1-2"a-2)

+181m7[1_52m712 (221_lt_lt(t+3) t(t+1)>

(1 —1)2 1-2 2 2
(1
n BuYim — BYom (t A 2o et 1))
-1 1-2  (1-217 2
(111
+ (an?n = V2m7) W} -
)

(E.17)

Finally, by taking expectation over 4, & (the randomness of the transition matrix), we get for the

update of 17, with learning rate »:

(Wfﬁ)w = (") = 1VmEas Eaur [LIP). (E.18)

m,

We consider the 4 cases separately. Case m,/ = 1, 1:

1

(W) =+ TR, [(b—l)(a— 3) {(a—l)(a—b) (s 2e-De=D

(1—1)? 11 (2 -1)? (E.1o)
2@ —1)(b—1)
=) + (b= 1) (0 —a)(IV)”
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Casem,[=1,2:

() =e+ZE,, [(a—l)(a— 3) {(1—@(4—&) (4 HamDe-1)

t (A —1)3 2—1 (A —1)2 (E.20)
2(b—1)? '
o ([H)+(b—1)(b—a)([V)”
Casem, [ =2,1:
N (b=1)(3—b) [(1—a)(a—b) 2a-1)(b—-1)
(i >2,1_C+tEﬂ’b! a—1) [ -1 D =gz @ -
2(a —1)2 '
+ﬁ(1[]) + (d - 1)(b - ﬂ)([V):H
Casem, [ = 2,2:
D e (a—1)3F=0) [(b—1)(a—b) 2(a—1)(b—1)
(i );f”*rEﬂvb[ FERE [ P Ry s A -

2(a —1)(b—1)

~ S + (e - 1)(b—a)(fV)H

See Figure E.1 (left) for an empirical estimation for some choice of hyperparameters. We observe

that the gradient is symmetric, so it is going to be (%l)) L= (%l))l ) and the value in the
diagonal is th ,'..<W<1)) :(W<1) .
iagonal is the same, i.e e ) p )272
By only focusing on the leading order terms, (/7), we have:

(), = e+ eBus | 220 —) (P — 3 )| LD 0. (ko)
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A calculation then shows that

171 1 - Vi X(P) B . l
o =T )
1 1 b—1 2 b — _ 1 _
:/ / (b1 —a)a—3), db— D205 6 0ss,
0 0 (él + b— 2)
(E.24)
and
By |22 (h—a) (Pu—2 )| =By |- 22 (b —a) (P — =
—1)(a—1)(b— —1 —
/ / (e = 1)(6 —a)(a Z)dadb _ 7102 ~ 0.011,
(a+b-2)>3
(E.25)
hence the diagonal grows a constant (= 4) times more than the oft-diagonal.
Similarly, for the expected gradient of v (with respect to x conditioned on P), we have:
ORe)ps . 5 .
E [(%jp] =K [Z 1{xy =i} Z Y —sy1 {7/ < p}
=K [21{3@/ =41{j</}1{y <p}]
#=1 (E.26)

P
:CZP[%" :z']l{]'ﬁp}

=/

—emi(p—j+ V1< g}

348



?
ZP[W :xp+1] 1{j <p}
=
P] k
ZCZZP [xr = xp11 = ] 1{j < p}
e
k/
>

P
ZIP’ (1 =i | xp =1 Plxy = J1{5 < p}

=
u ?
= ((511)2 Z (( )t g 1)) + (;—11)2 Z ((19—1) 2 4 (4 1)>) 1< p

4— pH1 4—1)2 )2
:C<2( (111(1;)2 )21_; 11+( l()lj_l()bz ) (P_]'+1)>1‘U'§P}-

Thus, the update would be:

m_ o _ 9L

v; )j _;7871)]‘
5 (s [ ])  $s rer [25 ] )

7 — L
:C+f;Ea,b [(2_11)2 (((4_1)2+(b—1)2) @—j+1)+2(4—1)(b—1)’v;]_1> _;@_]Arl)}

—_ !
g (t—j4+D)(t—j+2) ((a—1)2+(B-1)?% 1 (a—1)(b—1) (2= 27T*2 ,
st 2 () et (e )
(E.28)
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Figure E.1: Values of I}, and v after one step of stochastic gradient descent from egs. (E 17),(E.28). Hyperparam-

eters: initializationc = 0.02,learningratey = 0.03, sequencelengthz = 100. The outer expectations are
approximated using 10,000 samples.

See Figure E.1 (right) for an empirical estimation for some choice of hyperparameters. As we did in
the case of the gradient of 17, we focus on the leading order terms and we have:
©)

Uj :C‘f‘?

— = +0(1), (E.29)

aq(t—j+1)(—j+ 2)E [(4—1)2+(b—1)2 1
2 “ (2 —1)? 2

and, since E,, {%} =2—1In4> %, we get a positive bias with quadratic dependence.
Second step. We saw that we get a bias towards a diagonal 17}, after one update (E.23). Let
W, = C + (p— )L where C' = ¢11Tandp > ¢, with ¢ denoting the off-diagonal term

and p the on-diagonal one. As in the first step, we can tune the margin parameter of the loss, A to be
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large enough, so that we operate on the linear part of the loss. We have for the gradient of v:

Ofle 1 2 4 , ,
E [f;?)j‘%] =E 1 {xt' = l'} Zl: 5\]-(#754»1) (C + (/J —C )ezl;(,’xr) 1 {/ Sp}]
1 5=

L=

4
SB[ = € (=) e N <A1 SP}]

[ »
=E | > o =+ (o= ) g =5 1Y <P}]

=

P
=dm(p—j+D1G<pr+ (p =)D Pl = dywv_p = x| 1{j < p}.
t'=j

(E.30)

We split the cases of j = 1andj > 2. Forj = 1:

C, T 4 2}’_1
_ pyz'z’ Igz'z';l_l :
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p 2

0
{ ]:9(21”’ } =mp—j DG <pht (=) DD Pl =iww =5 =1 < p}
t'=j I=1
2 P
_ C/m([) it 1 {] SP} + (F . cl) ZZP [xp =1|xy = l-] P [xt/ =7 ‘ X -1 = l] P [x[/—j+l = 1] 1
=1 ¢=j

2 P ot
:/m@<ﬁ4nggﬁ+@—c§:mzf%* +m&

=1 t'=;

2 ?
= (517’:‘ =i+ D+ (=) Q fll)z > <ﬂz’lﬂlz’lp_ll+j + B+ B T+ 71'17’11‘)) 1{j s

/=1 t'=j

+7h‘ .

=dm(p—j+1)1{j <p}
2 27 _q

M—yl - ‘
1))2 Zﬂl < llﬂll . ﬂz’l}/ZzT + (p ]+1 (71'1511‘2] 1+7z'l7/lz')> 1{/ SP}

=1

(E.32)

and, similarly, for the derivative of the ground truth logit:

P [xr/ = Xpi1s Xp 1 = xp] 1{; <p}.

I e)psy i / 4 /
E[f((;’;"”]:cZP[xt/:po]lﬂﬁp}—i-(p—c)

t'=;

X

agh

-/
(E.33)

The first term corresponds to the gradient of the first step and can be found in eq. (E.27). For the

second term, we have for j = 1:

? 2 P
Z]P’ [%r = %p1 = x| = ZZ]P’ (o1 =i | % =4 Plxy =i | wy =] Play =]
=1 =1 /=1
5 (E.34)

7 Pa
§22—1<”l +%P>

=1
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and forj > 2:

?

t=j =1 [=1 {'=j

(E-35)

which, by using the calculations of eq. (E.32), amounts to:

zp —+1

=1 [=1
(E.36)

. . o . 0
Thus, the updates will have a gradient contribution that is the same as the first step, %%, and
7

another one that comes from the diagonal bias of 7.

Forj=1:
@ _ o 0L
v =0 ;7801
J) LS 7 2 —1
1 7
:U§) 77 601 ;7(p ZZEﬂb[< Zl_>2_1<lgz'z'/‘l_1 +7ztp):|

p=1 i=1

2 2 p
ZP [xt’ = Xp4+1, X —j+1 = xp] = Z Z ZPZZP Xp = / ‘ Xy = l} P [xz' =1 ’ X —j+1 = 4 P [xz’—j—H = 1] )

2 2 i
— Yt 1 . ,
2 Z Z 7[17)[1 < zllglz o +1811711T + (p ] +1 (71'11611'2] ' + }/z'lylz')) 1{] SP} :

1-2

— Wﬂ@,&[(l_w—t) D0 (otfle e R0

(2 —1)? (2 —1)2

(E-37)
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Position

Figure E.2: Empirical estimation of the 2nd step gradient of v that comes from the diagonal bias of /7, - see
egs. (E.37),(E.38). Hyperparameters: initialization ¢ = 0.02, learning rate 7 = 0.03, sequence length # = 100. The
outer expectations are approximated using 10,000 samples.

Forj > 2:

@_ o 0L

v = . —;7—

J J 8Z)j
o 0L y(p—{)
= e c%j + p

i

_ 1 ﬂz’lﬁli /1] — lt—H o — 5 j—1
P 2) [1—1 A
181'1711' A= lt_j—’—z _ g
+ 11 11 t+j—1
(t—j+1)(t—7+2) -
+ / 2 / (7z'llg lz’/lj ! + Vil ) :

(E.38)

See Figure E.2 for an empirical estimation of the diagonal contribution of the gradient for some

choice of hyperparameters. In leading order terms, the updates simplify to:
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(b—1)*a—3)+(@@—-1)*(—3)
(A-1?

o0 ,ago+W—a<f—j+1>2<r—j+z>Ea’b[2<a—1><b—1><<b—1>(a—§)+<a—1>(b—;))l,-1

;T T gy, : (2 — 1)
(b—a)(b—-12a-1)-(a-1)*(-12))
+ a _21)3 2221 4 0(1)
(E.40)
where for all j it is:
o 0L (et )y (e—j+1)(—j+2) (@a—1>2+(6-1)?% 1
v; —7ca—ly—c+ p 5 Eﬂ,b[ a-1) -5 + 0(1).
(E.41)

(2) )

We now show that v;™” > ;™ in the large # regime. Observe that the term of (E.41) is the same

forj = 1, 2. We evaluate the expectation of eq. (E.39) that corresponds toj = 1:

]Eab

)

(12 3 (E42)

(b—1)%a— 1)+ (a— 1)~ 5)] _1-In2

and the expectation of (E.40), leveraging symmetry of z, & in the expression, that corresponds to

j=2

(@ =1 —-1)*a - 3)
(@+b—2)°

4K, (a+b—1)|+2E,,

(b—a)(b—1)*(a—3%)| 7-10ln2 5—8In2
(a+b—2)3 N > T
(E.43)

. Finally, observe that the expectation

) ()

The latter term is larger, so, whenz — oo, itisvy " > o)

E,, {(ﬂ*l)(bfl)z(ﬂ*%)

=2y (a+0b— l)f_l} is negative for j odd and decreasing otherwise, which shows
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that ng) > 0(2)

;5] > 2. S0, we showed that the 2nd coordinate grows larger than the rest after the

2nd step.

With this calculation at hand, we can ask questions about the optimization trajectory and how
that would change if we alter the data distribution. In particular, in the following Corollary, we
answer the question of how the gradient would change when 2 = 4, i.e., when the transition matrix
is

P = ; (E.44)

with 2 ~ Unif{[0,1]). Notice that in the case there is not a unigrams solution (or in other words the

unigrams solution is as good as the uniformly at random solution).

Corollary E.2. Whena = b, it is

c ¢ oo 0
Wy = +o7 |00) +o()|.
¢ < 0 oo (E.45)

1 _ 9 . .
v =c— Z—I(t—]—i—l) + 0(1/1),5 € [4].

Proof. We first compute the gradient with respect to 7, by settinga = bin eq. (E.19),(E.20). For

m,l = 1,1, we have:

1

¢ a—1)a—5 a—1)? 2—1)2
(WS)>M =ct %EaNUmﬂ[O,l]) [( (24)—( 2 ) [(22(4 — ;))2(1[) + Zgﬂ _12) (III)H , (E.46)

where (1), (1II) are defined in eq. (E.23). Notice that the (I7) with the cubic, O(#®), dependence

disappeared, so the leading order terms are O(#*). By substituting the leading order terms from
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(D), (1), we get:

(), =+ Faon |G 3252 - ] o

(2a—23 [(2a—-2)% 2 24—2 2

(a — l)
=c+ 77CE4~UWﬂ[071]) [_ 8(61 _21)

O(t) — oc.

For m,/ = 1,2, the O(£) terms similarly disappear, and we have:

2a — 2

(VVS))l,z ot %E“Umﬂ[o,l]) [(ﬂ —1)(a—3) [( (a—1)°

)
(2a —2)3 2a —2)?

)

)

(@a—1)(a—1) [ (a—1)22— za+z(ﬂ—1)21H o)
(

([[) _ Z(ﬂ — 1)2 ([[]):”

_ 7¢ ,
= ot B vnito) [ (2a—23 |(2a—2)? 2 24—2 2

== C.

(E.48)

Now, for the v vector, we observe that when we setz = & in eq. (E.28), the leading term disappears
and its expression simplifies to:
C a—1)>2
o = - gEﬂNUn,ﬂ[OJD 2(24 — 2)¥ (t—j+1)| + 001/

(24 =2) (E.49)

—c— ;—Z (t—j+1)+ 0(1/1).

The previous calculations reveal that there is less “signal” towards the unigrams solution when
a=nh.
Finally, we provide our main technical result that demonstrates that two steps of stochastic gradi-

ent descent lead the model to the bigrams solution.
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Proposition E.3. Suppose we initialize the model of eq. (E.2) with Vero) = w117 and v = vy 17,
Consider a two step procedure, where we first train with gradient descent on the original distribution

a ~ Unif(0,1),6 ~ Unif(0, 1), and then at the second step witha = b ~ Unif([ — ¢, + ¢]),
e € (0,1/2). Lety, = O(%)andy, = O (3) bethe learning rates for the 15t and 2nd step of
gradient descent, and let A,,q = 1 be the weight decay coefficient used in the second step. Then, after 2

steps of gradient descent, for t — oo, it is:

?
Ae)pi = O(*) Z H{xy =i} 1{x, = xy_1} + O(<°). (E.50)

=1

Proof. For the first step, we have from Lemma 1:

B A4
VV;(QI) = wz’nz'tllT + Vinie?)y O(tz) + UZ’”“’?IO(Z‘)' (E.s1)
A B
Fory, =0 (%Z)’ then
B A4
VVE) = w117+ 0(1) + O(1/¢). (E.s2)
A B
Recall, from Lemma 1, that we have vj(»l) = Vinit + 7,WiniO(2) forallj € [#], s0,fory, = O (%2): it

will be U](l) = vy forallj € [1].

Assume now that at the second step we train with weight decay 1,,; = 1 and the data distribution

changes toz = & ~ Unif([3 — ¢, 3 + ¢]). Then, from eq. (E.47)" the update of the 2nd layer would

*That equation refers to the first step of gradient descent fora = &, but notice that since the model is lin-

M

ear in W}, and in this case V) = Vi it characterizes the 2nd step too.
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be:

W = (1= )W — VL

i, 4—1
= 0
= Z)z'm't’?z 2 ( ) l+2 a1 O(Z’) + 0(1)
0 ff_g (ﬂ_f) (Es3)
1
2+ 51n (%—ﬂ) 0
= U;nlf}?Z 2 . l 1, O(t) + O(l)
0 2¢+ L1n (3
T (%-ﬁ-z)
For the update of v we have:
@ _ m _ 9L
Uj - (1 - )'wd)vj - 871)]
8£[omt aﬁdl'ﬂg
72 auj + 7723 801'
e (E—j+0)(E—j+2) ((a—1)*+(b—-1)* 1 OL jiag
= 4= - = 0] A .
¢ ( 2 (2 —1)72 2 ) 0w )+ 347, Do,
(E.54)
Fora = b,itis only the O(¢) part inside the parenthesis that survives from the second term (see

eq. (E.49)) and by substituting the diagonal gradient from egs. (E.39),(E.40) when 2 = b, we get for

allj € [4:
t—7+10)(t—7+2 a—1/2 -
b = 7,pAO(1) + 3‘4;7;2( J )2( J )2EﬂNUMU/2,E,1/HED { /200 — 1771 + 3A;7720(t).
(Ess)
We calculate the expectation:
a—1/2 .
B o tnif([1/2—¢,1/24+4]) 4/(24 -1y 1] =0, (E.56)
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when j = 1. Forj > 2:

) 1/2+4¢ ]
Bar i fa—ea/oa [(a = 1/2) 2 =177 = e 1/Da 1y
1 . 1 1/24¢ 1 1/2+e )
= — |:(2&Z —1Y(a — )} - = (2a —1Yda
2 20— Y Jija—
_ 1 oy L (ot
= e (@ 4 (2) = Lt (o - (2.
(E-57)
Forj = 2k + 1, this equals to o. For j = 2&, it is equal to 2/?j—1 gHt1
Thus, by setting 7, = O (1), we get:
1 0 1
w? = o(e) +0 <t> (E.58)
0 1

2
s=1,s=2k
where ¢ is Dirac’s delta function.

Thus, after 2 steps of gradient descent, as # — 00, the prediction of the model will be

?
) Z H{xy =i} 1{x, = xy_1} + O(<°). (E.60)
=1

An interesting observation that stems from the proof is that the learning rate of the first step is
O(1/#), where recall ¢ is the sequence length, while for the second step the learning rate is O(1/%)
(much larger). The first step in our proof corresponds to the learning of the second layer 77, while

the second step “cleans up” I, and learns the first layer v. Interestingly, this is what we also observe
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Transformer: 3 Symbols
Test Loss in Distribution For 10 Random Seeds

0.25 A
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0.15 A1
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0 25 50 75 100 125
Number of Examples Seen (Thousands)

Figure E.3: In distribution test loss for 10 two layer attention only transformers, with random seeds 0, 1, . . . 9 (random-
ness affects initialization and the training data). The training dynamics are consistent for each model, though the exact
position of the phase transitions.

in the experiments with the transformers and this minimal model: the first drop is immediate for the
learning of the 2nd layer, while the second loss drop happens after a long plateau and corresponds to

the “grokking” of the positional embeddings.

E.> EXPERIMENTAL DETAILS

We train transformers of the form (8.4) with the AdamW optimizer with learning rate 3¢ — S, batch
size 64, and hidden dimension 16. The sequence length of the examples is 100 tokens. The minimal
model was trained with SGD, with batch size 64, and learning rate 2¢ — 3. For 3-grams, a learning
rate of 3¢ — 2 was used. We use PyTorch 2.1.2. Some of the training and model code was based on
minGPT Karpathy (2023).

The experiments all measure the outputs of the models at the last token.

E.3 ADDITIONAL EXPERIMENTS
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Transformer KL-Divergence: 8 Symbols

g 0.25 4

(o]
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Figure E.4: Our results extend to more symbols than £ = 2 or & = 3. The KL-divergence between the transformer and
strategies over training. This required a sequence length greater than 100 (200 in this case) for the difference between
unigrams and bigrams to be large enough for the unigram phase to be visible (in either case there was a plateau before
the final drop in test loss).

Transformer: 3 Symbols

Test Loss t=3 t=92
0.30 i (1.0 (1.0
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Figure E.5: A two layer attention-only transformer was trained with cross entropy loss on ICL-MC. The heatmaps on the
right represent part of the attention for the transformer at various time steps, specifically the value of 4 from (8.5). The
top row are showing 4 from the first layer, and the bottom row from the second layer.
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Two Layer Transformer: 3 Symbols Minimal Model: 3 Symbols

Test Loss on Distributions Test Loss on Distributions
0.301
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Figure E.6: A two layer attention-only transformer (top) and minimal model (8.8) (bottom), trained on the main task
with ICL-MC with cross entropy loss, test loss measured by KL-Divergence from the underlying truth (labels based on
transition probabilities, not samples). The distributions test loss is measured in are (from left to right) in-distribution,
a distribution where each token is sampled iid, and a distribution over uniformly random doubly stochastic transition
matrices (equivalently, stationary distribution is identity, or unigram based guesses are as good as guessing uniform
probability). For both models, the in distribution test loss quickly drops to the level of the unigram algorithm.
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Figure E.7: A comparison of the two layer attention only transformer and minimal model for £ = 2 symbols. Note the

alternating pattern in the positional encodings at 64,000 examples seen.
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Single Layer Transformer: 2 Symbols 0.30 Single Layer Transformer: 3 Symbols
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Figure E.8: Graphs of test loss showing that a single layer transformer can not achieve good performance on ICL-MC.
This result holds for transformers with or without MLPs, and with absolute or relative positional encodings. These
graphs show that even trained 8 times longer, there is no notable increase in performance beyond the unigrams strategy

(orange line).
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